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INTRODUCTION 

The dissertation has a twofold purpose: to introduce the heat polynomials and 

special functions and their applications for some more refined models of (first-order) 

phase transitions, and also to illustrate solution method for the analysis of associated 

nonlinear initial- and boundary-value problems. These two aspects might hardly be 

separated, for the interplay between modelling and analysis is the blood and life of 

research on Stefan-type problems. 

The main idea of using the heat polynomial method to solve applied heat transfer 

problems in areas with free boundaries is that this method allows you to construct a 

solution to the problem in a form that exactly satisfies the differential equation, and the 

unknown coefficients in the solution structure and expansion coefficients of the free 

boundary are selected in such a way as to exactly or approximately satisfy the initial 

and boundary conditions. This method makes it possible to obtain an approximate 

solution with any degree of accuracy and estimate the approximation error using the 

maximum principle. This structure of the solution allows us to analyze the dynamics 

of heat and mass transfer processes with phase transformations in the presence of a 

large number of factors affecting this dynamics, which seems impossible using other 

methods, including numerical ones.  

Analytical methods for solution of heat and mass transfer problems have recently 

received a new stimulus to their further development due to the growing need to solve 

multi-criteria problems for which numerical methods are unable to estimate the 

influence of a large number of input parameters on the behavior of the solution and 

especially on its dynamics. In particular, an integral thermal balance method, a 

perturbation method, and a number of other methods are widely used to solve problems 

of the Stefan type with a free boundary, describing heat transfer with phase transitions. 

The main problem with the use of this method is the estimation of the approximation 

error, which, as a rule, is replaced for applied problems by comparison of the analytical 

solution with the experimental data. 

In contrast, the method of heat polynomials makes it possible to satisfy the heat 

equation, and the error in the satisfying the initial and boundary conditions is relatively 

easy evaluated by the maximum principle. We have a certain scientific backlog in this 

topic. In particular, the two-phase Stefan problem with a given heat flux was solved 

using the method of integral error functions that are closely related to heat polynomials. 

The method of heat polynomials was successfully implemented also to solve the one-

phase Stefan problem. 

The aim of the dissertation. The main goal of the dissertation is to develop new 

accurate and approximate analytical methods for solving heat and mass transfer 

problems with phase transformations of matter based on the methods of heat 

polynomials and their use to study the dynamics and calculation of erosion of electrical 

contact systems of low-voltage devices. The solution of these problems and their 

analysis will allow us to find new promising areas for the creation of modern low-

voltage electric devices and choose the optimal modes of their switching ability. and 

also develop on this basis practical recommendations for reducing bridge and arc 

erosion of contacts, increasing the reliability and service life of electrical devices, 
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saving precious and scarce electrical contact materials (silver, gold, platinum, tungsten) 

for equivalent composite materials. 

One of the goals of the dissertation is also to elucidate the possibilities of 

developing the apparatus of heat polynomials for solving other problems of the 

parabolic type in areas with a free boundary, in particular, problems of the Verigin type 

on the oil-water contact. 

Dissertation objectives. The dissertation consists of the following tasks: 

• One-dimensional heat polynomials and associated functions; 

• Heat polynomials for solving spherical and cylindrical heat conduction 

problems; 

• Special functions for solving heat process problems in electrical contact 

processes. 

• Similarity solution of heat problems with temperature dependence 

coefficients.  

To build mathematical models describing the processes of heat and mass 

transfer, provided for in the first task of the dissertation, you must first systematize the 

known properties of one-dimensional heat polynomials and supplement them with new 

properties that will make it possible to use them to solve problems in areas with free 

boundaries and estimate the approximate error solutions. The solution of spherical 

problems will be implemented using their reduction to the corresponding plane-one-

dimensional problems. It is supposed to solve cylindrical problems using the 

connection of heat polynomials with Laguerre polynomials. Using the obtained 

solution, a description of the dynamics of the free boundary will be given and a 

procedure will be developed for calculating the motion of phase transition isotherms 

(softening, melting, and evaporation) of the electrode material. 

For the generalized heat equation, the corresponding heat polynomials and 

associated functions will be constructed, for which it is supposed to find the generating 

function and use the Appel transform. Using the constructed heat polynomials, a 

solution to the problem of coupling the spherical and axial models by the method of 

thermal polynomials will be obtained and a method for calculating the dynamics of the 

bridge and the bridge erosion of electrical contacts will be developed. 

The one of the next task of the dissertation is related to the construction of radial 

heat polynomials for solving problems of heat and mass transfer. They are functions of 

three independent variables: time, radial coordinates. It is necessary to establish for 

them properties analogous to one-dimensional polynomials, recurrent formulas that 

generate a function, conditions for the convergence of the corresponding series in 

polynomials. 

With the help of such polynomials, analytical and approximate solutions of 

axisymmetric problems of the Stefan type will be constructed and a methodology for 

calculating the arc erosion of electrical contact systems in vacuum circuit breakers will 

be developed. 

Scientific novelty and significance of the dissertation. Recently, analytical 

methods for solving heat and mass transfer problems have received a new incentive for 

their further development due to the growing need to solve multicriteria problems for 
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which numerical methods are unable to assess the influence of a large number of input 

parameters on the behavior of the solution and especially on its dynamics. In particular, 

to solve the Stefan type problems with a free boundary that describe heat transfer with 

phase transitions, the integral method of heat balance [1] - [3], the perturbation method 

[4] - [6], and a number of other methods are widely used. The main problem when 

using this method is the estimation of the approximation error, which for applied 

problems, as a rule, is replaced by a comparison of the analytical solution with 

experimental data. In contrast to this, the method of heat polynomials developed in this 

dissertation makes it possible to precisely satisfy the differential heat equation, and the 

error in satisfying the initial and boundary conditions can be estimated using the 

maximum principle. Heat polynomials introduced by P.S. Rosenbloom and D.V. 

Widder [7], can be considered as basic functions for constructing a solution to the heat 

equation in the form of their linear combination. A number of interesting results have 

been obtained in this area for solving the classical problems of heat conduction [8] - 

[10]. 

Further development of this method for solving applied problems of heat transfer 

with phase transitions seems very promising. In this direction, we have a certain 

scientific basis. In particular, using the apparatus of integral error functions that are 

closely related to thermal polynomials, the two-phase Stefan problem with a given heat 

flux was solved [11], and the method of thermal polynomials was successfully 

implemented to solve the single-phase Stefan problem [12] - [13]. 

One of the important areas of application of problems with a free boundary is 

the mathematical modeling of phenomena in the low-temperature plasma of an electric 

arc and the contacts of electrical devices. An analysis of the solutions makes it possible 

to test the theoretical results obtained, verify the effectiveness of the developed 

algorithms for specific evolutionary processes in electrical devices, and give an 

interpretation of the available experimental data. The bridge and arc processes under 

study are so transient (the nano and microsecond range) that their experimental study 

is very difficult. In some cases, only mathematical modeling is able to give an idea of 

their dynamics. Thus, the need for modeling is due not only to the need to optimize 

experimental design, but also to the inability to use a different approach. 

The method of heat polynomials will be used to solve spherical and cylindrical 

problems with phase transitions (softening and melting) that arise when studying the 

process of heating closed electrical contacts in magnetic fields, which will determine 

the limiting welding currents. To solve heat transfer problems with phase transitions in 

bodies with a variable cross-section (liquid metal bridge, electric arc), an apparatus of 

heat polynomials will be developed that generalizes one-dimensional heat 

polynomials, for which a generating function will be found and the corresponding 

associated functions biorthogonal to generalized heat functions will be constructed 

using the Appel transform polynomials.  

The method of research. For spherical one and two-phase Stefan problem heat 

polynomials and special function (integral error function) will be used for solution. For 

generalized heat problems special function method (Laguerre polynomials and 

congruent hypergeometric functions) will be considered. In spherical Stefan problem 
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radial heat polynomials are also effective. To approximate problems using heat 

polynomials there will be used variational and collocation approximation methods. 

Convergence of series represented by linear combination of heat polynomials and 

special functions will be proved.  

The similarity method will be used to solve spherical Stefan problem with 

temperature dependence coefficients. This method is very useful to reduce Stefan 

problem with partial differential equation to ordinary second order nonlinear 

differential equation, it is helpful to simplify the problem and solving it by using 

integral equation Volterra type. Existence of the solution of nonlinear model will be 

proved by using fixed point theorem. 

Publications. On the topic of the dissertation 11 papers were published and 

accepted: 7 journal articles (3 of them in Scopus databases journals, 4 in journals 

recommended by the Committee for Control in Education and Science of the Ministry 

of Education and Science of the Republic of Kazakhstan, also 3 of them indexed in 

Clarivate Web of Science), and 4 works in collections of international scientific 

conferences (one of them indexed in Scopus). 

Personal involvement of the author. Construction mathematical model of the 

problems made by scientific advisor and the all main results: solution of these problems 

by using heat polynomials, special functions and analysing effectiveness of these 

methods, proving convergence of the series obtained by linear combination of heat 

polynomials and special functions by utilizing analogous approach in work of P.C. 

Rosenbloom and D.V. Widder [7] , in third and last sections, the idea of the solution 

of the Stefan problem with temperature dependence coefficients using similarity 

principle was given by S.N. Kharin and the solution of one- and two-phase spherical 

Stefan problem with thermal conductivity and representing solution with integral 

equation Volterra type, proving existence of the solution done by me. 

The structure of the dissertation. The dissertation work consists of a title page, 

acknowledgement, content, introduction, three sections and a conclusion, references, 

appendix. The total volume of the dissertation is 117 pages, including 22 figures and 6 

table. 
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1 THE HEAT POLYNOMIALS AND SPECIAL FUNCTIONS FOR FREE 

BOUNDARY PROBLEMS 

 

1.1 Integral Error Function.     

  The integral error functions determined by recurrent formulas 

            verfcvdierfcxi
x
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


−= 1 ,    n=1,2,…        vdverfcxerfcxi
x




−= )exp(
2 20


    (1.1.1) 

were introduced by Hartree [14] in 1935. 

One can obtain from (1.1.1)  

                                          

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They satisfy the differential equation   
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+ − =                   (1.1.3) 

and recurrent formulas 

                                      2 12 2 .n n nni erfcx i erfcx xi erfcx− −= −                              (1.1.4) 

Integral error functions (sometimes they are called also Hartree functions) are 

very useful for investigation of heat transfer, diffusion and other phenomena which can 

be described by the equation                     
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for any constants nA , nB . We can choose these constants to satisfy the boundary 

conditions at  0=x   and  )(tx = , if  given boundary functions can be expanded into 

Taylor series with powers t   or t  [15] – [16] . 

Integral error functions were generalized later for non-integer and for negative index 

n  with applications to certain problems  [17] – [19] .  
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Properties of integral error functions. 

 

Let us derive the properties of Hartree functions. 

1. If  n  is an integer , then    
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Using formula for Hermitian polynomials one can derive                                           
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5 5 3 5
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2. The proof of the formula 
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 can be obtained by mathematical induction method using recurrent formula (1.1.3). 
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           )exp(
2

)()()1()( 2xxQerfxxPerfcxixerfci nn

nnn −−=−−−


,               (1.1.9) 

where polynomials )(xPn
 and )(xQn

 are defined by formulas 











=
−

−

−
=

2

0
12

2

)!2(!2
)(

n

m
m

mn

n
mnm

x
xP   ,      )(

)!(2

)()1(
)(

1

0

1 xP
kn

xH
xQ k

n

k
kn

kn

kn

n 
−

=
−

−−

−

−

−
=       (1.1.10) 

         4.   From (1.1.7), (1.1.8) we can obtain the explicit expressions for functions of 

an integer index 
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        5. Using L’Hopital rule and representation (1.1.1), it is not difficult to show that 
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Integral error functions and  heat potentials 

 

Let us consider now the relationship between integral error functions and heat 

potentials. If a function ( )x is an analytical function then integrating by parts the 

potential of the double layer we get 
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Similarly, the integral responsible for the initial condition  
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for the analytical function 
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1.2  Heat polynomials.    

 

The heat polynomials can be introduced from the solution of the heat equation in 

terms of the integral error functions using the expression (1.1.6.) 
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If we replace the time variable t  by the new variable 2a t  ,then we can put in 

above expressions 1a = . If we multiply all heat polynomials by the factor   
!

2

n
, then the 

coefficient at nx  becomes equal to 1.  It is more convenient at calculations. Thus we 

can define the heat polynomials by the expression  
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The generating function for the heat polynomials is  
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and the first heat polynomials are 
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The associated functions ( , )nw x t  can be defined using the Appel transformation 
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where ( , )k x t  is the source solution of the heat equation 
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The set ( , )nw x t is biorthogonal to the set ( , )nv x t  

 

                                      ,( , ) ( , ) ,    0m n m nw x t v x t dx t


−

− =    .                   (1.2.5) 

 

Convergence of series. 

 

Theorem 1.   If 
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converges absolutely in the half-plane t  and does not converge everywhere in any 

including half-plane. 

 

Theorem 2.   If 
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converges absolutely in the strip t  and does not converge everywhere in any 

including strip. 

 

1.3     The radial heat polynomials and associated functions  

 

The fundamental solution and radial heat polynomials.  The fundamental 

solution for the generalized equation can be obtained by the solution of this equation 

with the initial condition containing delta-function using the Laplace transform in the 

form  

 
2 2

1

14
1 1

1
( , , ) ( ) ,        ,        2 ( 1)

2 2 2

r r

t
C rr

G r r t rr e I C
t t

 
 


 

+
−

− −− 
= = =  + 

 
      (1.3.1) 

 

If we consider the corresponding heat potentials for this solution 
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1 2

, 1 1 1

0

( , ) 2 ( 1) ( , , ) n

nQ r t G r r t r dr 

 


− − +=  +                            (1.3.2) 

 

and integrate by parts, we obtain the explicit formula for the heat polynomials: 

 

                2 2 2

,

0

! ( 1)
( , ) 2

!( )! ( 1 )

n
k n k k

n

k

n
Q r t r t

k n k n k






−

=

 +
=

−  + + −
                     (1.3.3) 

 

It is more convenient for applications to multiply both sides of this formula by 
( 1 )

( 1)

n



 + +

 +
. Then 

                  2 2 2

, ,

0

( 1 ) ! ( 1 )
( , ) ( , ) 2

( 1) !( )! ( 1 )

n
k n k k

n n

k

n n n
R r t Q r t r t

k n k n k
 

 

 

−

=

 + +  + +
= =

 + −  + + −
  

 (1.3.4) 

 

and 

                                              
2

, ( ,0) n

nR r r = .                                            (1.3.5) 

 

It can be expressed in terms of the confluent hypergeometric function and generalized 

Laguerre polynomials: 

 

( ) ( )( ) 2 2

,

( 1 )
( , ) !(4 ) / 4 (4 ) , 1; / 4

( 1)

n n

n n

n
R r t n t L r t t n r t








 + +
= − =  − + −

 +
.      (1.3.6)  

                  

In particular, 

 

        

2

0, 1,

4 2 2

2,

6 4 2 2 3

3,

1
( , ) 1,     ( , ) ,        

2

( , ) 4( 3) 4( 1)( 3) ,       

 ( , ) 6( 5) 72( 3)( 5) 8( 1)( 3)( 5)

R r t R r t r t

R r t r r t t

R r t r r t r t t

 







  

     

+
= = +

= + + + + +

= + + + + + + + + +

  (1.3.7) 

 

                                        )
4

()4(),(
2

)(

1,2
t

r
LttrR n

nk

n −=                     

                                              

The generating function for radial polynomials can be written in the form 

 

                ( )
2

( ) 21 4

0

( , ; ) (1 4 ) (4 ) / 4
zr

n nzt
n

n

g r t z zt e t L r t z 


− −

=

= − = −                  (1.3.8) 

 

and the fundamental source solution for the generalized heat equation 
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2

4( , ) (4 ) ,     ( 1) / 2
r

tS r t t e

   
−

−= = −                        (1.3.9) 

                           

The associated radial functions can be obtained using the Appel transform in the form  

 

            
2

, , ,( , ) ( , ) ( / , 1 / ) ( , )n

n n nT r t S r t R r t t t R r t   

−= − = −              (1.3.10) 

 

and the generating function for radial associated functions is 

 

        
2

, ,

0

( , ; ) ( , 4 ) ( , ) ( , )
!

n
n

n n

n

z
h r t z S r t z t R r t T r t

n
  


−

=

= + = − = .           (1.3.11) 

 

The very important property for applications is the condition of bi-orthogonality 

 

( ), , 4

0

0,                                 
( ) ( , ) ( , )

!2 1      
m n m

m n
W r R r t T r t dr

m m m n
  



 
− = 

 + + =
           (1.3.12) 

 

where 

 

                                1( ) 2W r r 

  += .                                      (1.3.13) 

 

Axisymmetric case.  Let us consider the problem for the axisymmetric  

dimensionless heat equation ( 1 = ). 

 

                 
2

2

1
,        0 ,      0r ct t T

t r r r

    
= +    

  
                 (1.3.14) 

 

with the condition on the moving boundary 

 

                            
( )

0

(0)
( , ) ( )  

!

n
n

n

f
ct t f t t

n




=

= = .                            (1.3.15) 

 

Here t  is the dimensionless Fourier criterion. 

The initial condition is omitted because the domain degenerates into a point. The 

solution of this problem can be represented in the form of the heat polynomials 

 

 

2 2 2( )

2 ,1 2
0 0 0 0

2
( , ) ( , ) (4 ) !

4 ! ( )!

k n k kn
n

n n n n n

n n n k

r r t
r t A R r t A t L A n

t k n k


−  

= = = =

 
= = − = 

− 
    .        (1.3.16) 

 

Satisfying the boundary condition (1.3.15) we get 
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( )

2

2 ,1 ,

0 0 0 0

(0)
( , )  ,

!

nn
n k n

n n n k n

n n k n

f
A R ct t A t t

n


  
−

= = = =

= =                   (1.3.17) 

 

where 

 

                                    
 

2 2( )

, 2

2 !

! ( )!

k n k

k n

c n

k n k


−

=
−

.                                     (1.3.18) 

 

It can be rewritten in the form 

 

                          
( )2

2 ,

0 0

(0)
 

!

nn
m n

n n m n

n m n n

f
A t t

n


 

−

= = =

=                            (1.3.19) 

 

Comparing the coefficients at similar order of  t  we get the recurrent expression for 

the unknown  coefficients 
nA  

                        
( )2

2 ,

0 0

(2)

0 0,0 1 1,1 1 0,1 2 2,2

(3) (4)

2 1,2 3 3,3 2 0,2 3 2,3 4 4,4

, 1 2, 1 2 4, 2 3

(0)
 

!

(0)
(0),    (0),    ,

2!

(0) (0)
,    ,    ...,

3! 4!

nn
m n

n n m n

n m n n

n n n n n n n n n n n

f
A t t

n

f
A f A f A A

f f
A A A A A

A A A A



   

    

   

 

−

= = =

− − − − − − − −

=

= = + =

+ = + + =

+ + +

  

( )

6, 3

(0)
...

4 !

n

n

f

n
− + =

   (1.3.20) 

 

It should be noted that this method is very useful for the small values of the Fourier 

criterion t . In this case we can take an approximate solution not in the form of a 

series but as a polynomial. We can use also the another approach for the solution of 

this problem using the orthogonality of the Laguerre polynomials 

 

                              
0

0,      
( ) ( )

1,      

t

m n

if m n
e L t L t dt

if m n



−


= 
=

 .                              (1.3.21) 

 

Any function ( )t  can be expanded into the power series with respect to Laguerre 

polynomials 

 

                          
0 0

( ) ( ),     ( ) ( )  t

n n n n

n

t C L t C e L t f t dt


−

=

= =                      (1.3.22) 
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Thus, satisfying the solution 
2

0

( , ) (4 )
4

n

n n

n

r
r t A t L

t




=

 
= − 

 
  the boundary condition 

( ( ), ) ( )t t f t  = we can expand the function 
2( )

( ) (4 )
4

n

n

t
t t L

t




 
= − 

 
 into series 

(1.3.22) and then find the coefficients 
nA .   

The method described above can be applied also for the generalized heat 

equation 

 

                   
2

2
,        0 ( ),      0r t t T

t r r r

   


  
= +    

  
                 (1.3.23) 

 

if we use the generalized Laguerre polynomials for the solution of the equation 

(1.3.23): 

( )( ) 2

, ,

0

1
( , ) ( , ),      ( , ) !(4 ) / 4 ,      

2

n

n n n n

n

r t C R r t R r t n t L r t

 


 



=

−
= = − =      (1.3.24) 

 

and the condition of the orthogonality 

 

         ( ) ( )

0

0,                        

( ) ( ) ( 1)
,      

!

t

m n

if m n

e t L t L t dt n
if m n

n

  




−




=  + +
=



 .                 (1.3.25) 

 

1.4 Cylindrical axisymmetric heat polynomials  

 

The heat equation 

 

                                
2 2

2 2

1

t r r r z

      
= + +

   
                                 (1.4.1) 

 

has the solution of the form 

                              ,

, 0

( , , ) ( , ) ( , )m n m n

m n

r z t C v z t R r t


=

=  ,                             (1.4.2) 

where  

 

          

 /2

2

0

!
( , )

!( 2 )!

m

m k k

m

k

m
v z t z t

k m k

−

=

=
−

 ,      

2

( , ) (4 )
4

n

n n

r
R r t t L

t

 
= − 

 
           (1.4.3) 
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are the heat polynomials for the heat equations 

 

                          
2 2

2 2

1
,        +   m m n n nv v R R R

t z t r r r

    
= =

    
.                     (1.4.5) 

 

Taking into account that  

 
2 2 1

(2 )!
( ,0) ,   ( ,0) ,    (0, ) ,   (0, ) 0        

! !

n n
m

m n m m

r m t
v x x R r v t v t

n m
+= = = =   (1.4.6) 

 

we can satisfy the boundary condition 

 

                                  
, 0

( ,0, )
( , ) m n

mn

m n

r t
P r t A r t

z






=


− = =


                               (1.4.7) 

 

and the initial condition 

 

                                    
, 0

( , ,0) m n

mn

m n

r z A r z


=

=                                          (1.4.8) 

 

by the appropriate choice of ,m nC . 

Sometimes it is more convenient to consider another form of the solution, 

replacing the formula (1.4.2) by the formula 

 

                                        
0

( , , ) ( , , )n n

n

r z t C q r z t


=

=                                     (1.4.9) 

where    

2 2
( ) 2 2 2

,

0 0

( , , )

n n
k

n n k m m k

n k m

k m

q r z t z r t

   
−   

   
− −

= =

=        
2

( )

, 2

!3 2

!( 2 2 )!( !)

k m k
n

k m

n r

k n k m m


−

=
− −

   (1.4.10) 

  

In particular, 

 

                 
2 2 3 2

0 1 2 31,    ,    6 ,    18 3q q z q z t r q z tz r z= = = + + = + + .      (1.4.11) 

 

The experimental data for engineering applications are approximated as a rule by the 

parabola. For example, 

 

             
2 2

0 1 0 01 02 03( , ) ( ) ( ) ,      ( )P r t p t p t r p t p p t p t= − = + +              (1.4.12) 
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Then, if ( , ,0) 0r z = , it is sufficiently to consider only a few first polynomials of the 

type (1.4.11). Similarly we can apply this method for the solution of the Stefan 

problem for the equation (1.4.1). The moving boundary 
, 0

( , ) m n

mn

m n

z r t r t 


=

= =   can 

be determined from the Stefan conditions on this boundary using Faa di Bruno 

formula and recurrent formulas. 

 

1.5 Special functions for generalized heat equation 

The main principle of application of special functions for the solution of free 

boundary problems for the heat equation is based on the idea to find a linear 

combination of special functions which satisfy a priori the heat equation, but 

coefficients of this combination should be chosen to satisfy the initial and boundary 

conditions exactly or approximately. The error of an approximate solution can be 

estimated using maximum principle for the heat equation. In the capacity of such 

function may be used the confluent hypergeometric function, integral error functions, 

Laguerre polynomials etc. These special functions have a close link with the heat 

polynomials introduced by P.C. Rosenbloom and D.V. Widder. 

Let us consider the equation 

 

           0
2

)
2

1
(

2

2

=+−
+

+ 


dx

d
x

dx

d
x  ,        0= ,      −  .            (1.5.1) 

    

  It is well known that this equation has two linearly independent solutions 

 

);
2

1
,

2
()(1 xx

+
−=


 ,          );

2

3
,

2

1
()( 2

1

2 xxx





−−−
=

−

                (1.5.2) 

 

where );,( xba  is the confluent (degenerate) hypergeometric function . Setting    

)()( xzT = ,  where 2zx −= ,  one can find that   )(zT   satisfies the equation 

 

0)(2)2(
2

2

=−++ zT
dz

dT
z

zdz

Td



 

 

Using this equation one can check up that the function  

 

)
2

()2(),(
ta

z
Ttatz  =  

satisfies the equation 

                            )(
2

2
2

zzz
a

t 


+




=



 
                                         (1.5.3) 

 

Hence the functions 
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                                      )
4

;
2

1
,

2
()2(),(

2

2
)1(

,
ta

z
tatzS −

+
−=



 , 

                                                                                                 

)
4

;
2

3
,

2

1
()

4
()2(),(

2

2

2

1

2

2
)2(

,
ta

z

ta

z
tatzS −

−−−
=

−






   (1.5.4) 

 

satisfy the equation (1.5.3).   

If   is an even integer, 2n = , the function 
, ( , )S z t 

can be expressed in 

terms of the generalized Laguerre polynomials 

 

          ( )
2 2

(1) ( 1)2 2

2 , 2 2

! ( )
( , ) (4 ) , , 4

4 ( ) 4

n
n

n n

z n z
S z t a t n a t L

a t n a t










−   
=  − − = −   

 +   
             (1.5.5)   

  

                   

( )

1
2 2

(2) 2

2 , 2 2

1
2 2

2 ( 1)

2 2

( , ) 4 1 ,2 ,
4 4

! ( )
4

( ) 4 4

n

n

n

n

z z
S z t a t n

a t a t

n z z
a t L

n a t a t









 





−

−

−

   
=  − − − −   

   

   
= −   
 +    

       (1.5.6) 

 

where   
1

2




+
= .  It should be noted that this formula is valid for 0  only.                                            

Properties. Using the integral representation for the degenerate 

hypergeometric function   

 

      dxzxIxxzzz )2()exp()exp(

)
2

(

)(2
);,

2
( 1

0

2122

−



++−

 −−

+


=−− 









              (1.5.7) 

 

and the asymptotic formula 

( )
1

2
lim

z

z

e I z

z





−

→

=  

 

it is possible to show that 

                               21 ( )
( , ; )

2
( )

2

lim
z

z
z

 



→


 − − =

 +

.                            (1.5.8) 

  

In particular, 

                              21 1
( ,1; )

2
(1 )

2

lim
z

z
z



→

 − − =

 +

.                            (1.5.9) 
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For 1= both functions (1.5.2) coincide: 

 

)
4

;1,
2

()2(),(),(
2

2
)2(

1,

)1(

1,
ta

z
tatzStzS −−==



  

 

In this case, the second linearly independent solution of the equation (1.5.3) is [4] 

 

                          
2

1

( ) ,1, ln
2

k

k

k

x x x M x





=

 
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where     
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k
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2 APPLICATIONS OF HEAT POLYNOMIALS AND SPECIAL 

FUNCTIONS 

 

2.1 Spherical heat inverse Stefan problem 

The method of integral error functions and heat polynomials for solving heat 

equation in a domain with free boundary enables one to obtain the solution in the form 

handy for engineering application. The solution of the spherical Stefan problem with 

the boundary heat flux condition using this method is considered in [20]. It was shown 

that a given boundary function can be approximated by the linear combination of the 

system of the integral error functions ( ), 0,1,2,...,ni erfc x n =  and the first five terms of 

this combination are sufficient to obtain the error less than 1%. It means according to 

the maximum principle for the heat equation that the error of approximation of the final 

solution has the same error. Then this approach was successfully applied for solving 

different Stefan type problems. One of the most important problems in the theory of 

phenomena in electrical contacts is determining the arc heat flux entering electrodes. 

The experimental measuring the dynamics of this flux is very difficult, and sometimes 

the mathematical modeling only is capable to obtain required information [21]. The 

mathematical model describing the process of the interaction of the electrical arc with 

electrodes and the dynamics of their melting is based on the spherical Stefan problem, 

and if we want to define the arc heat flux, the inverse spherical Stefan problem should 

be considered [22]. 

 The inverse Stefan problem consists in determining the arc heat flux ( )P t  and 

the temperature distribution ( , )r t  in the molten contact hemisphere 
0

( ),r r r t  +  

if ( )t  is given from the measurement. If the arc burning period is 
0

0 t t   and the 

final radius of the molten zone at 
a

t t=  is 
a

r , then the dynamics of the arc radius 

increasing at the melting can be approximated by the formula 

 

0 0 0 0 0
( ) , ( ) / .

a
t r t r r t  = + = −    (2.1.1) 

 

The heat equation for the melting zone can be written in the form  

 
2

2

02

2
, ( ), 0 .aa r r t t t

t r r r

  


   
= +     

   
  (2.1.2) 

The initial and boundary conditions are 

 

0
,mt

 
=
=                            (2.1.3) 

 

0

( )
r r

P t
r




=


− =


          (2.1.4) 
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and on the interface of the phase transformation  

 

( ( ), ) ,mt t  =          (2.1.5)  

         

( )

,
r t

d
L

r dt

 
 

=


− =


                (2.1.6) 

 

where 
m

  is the melting temperature, , ,L   are coefficients of the heat conductivity, 

latent heat of melting and density, respectively. 

 To simplify the calculation, we can introduce the new dimensionless time 

1
/

a
t t t= , then the time interval of arcing changes to 

1
0 1t  . Thus, we can take 1

a
t =  

at once in (2.1.2). 

 This problem for the spherical heat equation can be reduced to the ordinary one-

dimensional equation by the substitutions    

  

0 0, , ( ) ( )m

u
r r x t t r

r
   = + − = = − .   (2.1.7) 

 

The solution of this problem can be represented in the form: 

 

2
2

2
, 0 ( ), 0 ,a

u u
a x t t t

t x


 
=    

 
     (2.1.8) 

 

0
0,

t
u

=
=             (2.1.9) 

 

2

0 0

0

( ),
x

u
r u r P t

x


=

 
− − =  

          (2.1.10) 

 

( ( ), ) 0,u t t =          (2.1.11) 

          

2

( )

( ) ( ) ,
x t

u d
t u t L

x dt


   

=

 
− − =  

         (2.1.12) 

 

The solution of this problem can be represented in the form: 

 

0

( , ) ( , )n n

n

u x t A v x t


=

=                           (2.1.13) 

 

where  
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2 2

0

!
( , ) ,

!( 2 )!

n kn
k

n

k

n x
v x t t

k n k

−

=

=
−

         (2.1.14) 

 

are heat polynomials satisfying (2.1.8) at arbitrary coefficient 
nA , which should be 

chosen to satisfy the boundary conditions.  

We solved this problem numerically by using variation method.  

 

Numerical solution of the problem 

 

Similarly like in [23], we take the parameters 
0 0.5, 1at = =  and 

experimental data [29] for calculations at the first stage for AgCdO  are given in the 

Table 1. 

 

Latent heat of melting 
3,L J m−  

91.06 10  

Density 
3, kg m −  

310.21 10  

Heat capacity 
3 1,c J m K− −  

62.47 10  

Melting temperature, K  1233 

Heat conductance 
1 1, W m K − −  307 

Arc radius 
0 ,r m  52.53 10−  

 

Table 1. Material properties AgCdO   

 

We take the exact solution for heat flux which can be obtained by solving the 

Stefan problem [24], [25], [26], [27],[28]. 

We want to solution (2.1.14) to satisfy the boundary conditions (2.1.11) and 

Stefan’s condition (2.1.12). To determine the coefficients 
nA  we require to minimize 

the functional in the form 

 

( )
2

2

0 0

( ( ), ) 1
( ( ), ) ( )

a at t

n
n

u t t d
Q u t t dt t L dt

x dt

 
  



 
= + − 

 
   

 

Differentiating the functional Q  with respect to 
nA  and after equating the results to 

zero / 0nQ A  =  we get the system of equations 

 

0

, 0,1,2,...,
N

nm m m

n

C A D m n
=

= =        (2.1.15) 

 

where     
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0

( ( ), ) ( ( ), )
( ( ), ) ( ( ), ) ,

at

n m
nm n m

v t t v t t
C v t t v t t dt

x x

 
 

  
= +   
  

 

0

( ( ), )
( ) , 0,1,2,..., .

at

m
m

L d v t t
D t dt m n

dt t

  




 
= −  =  
  

 

In Figure 1 we can see the result of numerical calculation which represent exact and 

approximate heat flux solution in [0, 1]t  for 5, 10, 20.N =  

A Table 2 represents the comparison of exact, approximate heat flux solution 

and absolute error of the approximation for 5, 10, 20.N =  The Figure 2 depicts the 

approximate temperature solution on melting interface condition and it implies that 

approximation with 10N =  gives us better approximation for liquid region temperature 

at ( ).x t=  We can also see in Figure 3 the absolute error of approximate solution 

comparison with exact solution is presented and we can conclude that 5N =  gives 

better approximation than 10, 20.N =  

 
t  

EP  | 5AP N =  | 10AP N =  | 20AP N =  | 5AE N =  | 10AE N =  | 20AE N =  

0 0.20000 0.187178 0.122068 0.074094 0.012822 0.077932 0.125906 
0.1 0.34400 0.399123 0.341146 0.358827 0.004877 0.002854 0.014827 
0.2 0.47600 0.476958 0.505116 0.501662 0.000958 0.029116 0.025662 
0.3 0.59600 0.600684 0.624388 0.615895 0.004684 0.028388 0.019895 
0.4 0.70400 0.710301 0.714129 0.712844 0.006301 0.010129 0.008844 
0.5 0.80000 0.805809 0.790127 0.794265 0.005809 0.009873 0.005735 
0.6 0.88400 0.887208 0.864659 0.871209 0.003208 0.019341 0.012791 
0.7 0.95600 0.954498 0.942361 0.942396 0.001502 0.013639 0.013604 
0.8 1.01600 1.007679 1.016088 1.004382 0.008321 0.000088 0.011618 
0.9 1.06400 1.046750 1.062789 1.069363 0.017250 0.001211 0.005363 
1 1.10000 1.071713 1.039366 1.083604 0.028287 0.060634 0.016396 

 

Table 2. Comparison of exact value of heat flux ( EP ) and approximate value of heat 

flux ( AP ) and Absolute Error ( AE ) of approximation. 

 

In this work we have presented the application of the method of heat polynomials 

solving the inverse one-phase spherical Stefan problems. The presented method 

enables us to find the numerical inverse Stefan problems. The heat polynomial method 

is based on the representation of the solution in the form of series of heat polynomials 

that a priori satisfy a differential equation. Considered test problem shows good 

accuracy and stability in comparison with the exact solution. It was shown in the test 

problem that by maximum principal error doesn't exceed 2.83% for 5,N =  7.8 % for 

10N =  and 12.6%  for polynomials degree 20N =  for material AgCdO  properties. 
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Figure 1.  Graph of exact and approximate heat flux functions:  

(A), (C), (E) for (0, 1)t  and (B), (D), (F) for (0, 0.2)t  
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Figure 2. Graph of the temperature function ( , )u x t  in (A), (C), (E)  on boundary 

( )x t= in and (B), (D), (F) absolute error function  
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Figure 3. Absolute Error for heat flux function  

( ) for 5N = , ( ) for 10N = , ( ) for 20N =  
 

 Conclusion 

 

 In the section we obtained numerical approximate solution of the heat flux 

function which allows us to consider inverse Stefan problem. Temperature enters to 

electrical contact material through electrical contact spot with radius 
5

0 2.53 10r −=  and 

heat distributes spherically in electrical material. The heat flux and temperature field 

in liquid region are determined by using heat polynomials and variational method. We 

can conclude that heat polynomials method is an effective and we can get better 

approximation for 5N =  on the boundary 
0r r= , but on the free boundary ( )r t=  

we have the better approximation for harmonic number 10.N =  

 

2.2 Two-phase Stefan problem for generalized heat equation. 

 

The two-phase Stefan problem for generalized heat equation is considered for 

the case when one of the phases degenerates into a point at the initial time. That creates 

a serious difficulty for the solution by the standard method of reduction of the problem 

to the integral equations because these equations in this case are singular. We use 

another method when the solution is represented in the form of series for special 

functions (Laguerre polynomials and the confluent hypergeometric function) with 

undetermined coefficients. 

These series satisfy a priori the heat equation, and their coefficients should be 

found to satisfy the initial and boundary condition, and the Stefan condition for a free 

boundary. Such approach seems to be very useful because if the boundary conditions 

are satisfied even approximately with some error  , then the error of the solution 

should be not greater than   according to the maximum principle for the heat equation. 

The unknown coefficients are determined using the Faa-di Bruno formula, the 

convergence of obtained series for the solution is proved.  
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Problem formulation    

 

Let us consider the two-phase Stefan problem for the equations 

 
2

21 1 1
1 2

,       0 ( ),    0 1, 0 ,a z t t T
t z z z

   
 

   
= +       

   
             (2.2.1) 

 
2

22 2 2
2 2

,      ( ) , 0 1, 0 ,a t z t T
t z z r

   
 

   
= +        

   
            (2.2.2) 

 

with the initial conditions 

 

                                        
1(0,0) ,m =                                              (2.2.3) 

                                                                

                                
2( ,0) ( ),    (0) , (0) 0,mz z    = = =                        (2.2.4) 

 

the boundary conditions 

 

                                
1(0, ) ( ),        (0) ,mt f t f = =                                     (2.2.5) 

 

                                 ( ) ( )1 2( ), ( ), ,mt t t t    = =                                      (2.2.6) 

                     

                                              ( )2 , 0t  =                                                  (2.2.7) 

 

and the Stefan condition 

 

                            
( ) ( )1 2

1 2

( ), ( ),t t t t d
L

z z dt

    
  
 

− = − +
 

.                        (2.2.8) 

 

` The method of solution 

 

Suggesting that the initial and boundary functions can be expanded in Maclaurin 

series 

 

                     
( ) (2 )

2

0 0

(0) (0)
( ) ,     ( )      

! (2 )!

n n
n n

n n

f
f t t z z

n n




 

= =

= =              (2.2.9) 

 

we represent the solution in the form 
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( )

( )

2
2 ( 1)

1 1 2
0 1

1
2 2

2

1 2 2
0 1 1

( , ) 4
4

4 1 ,2 ,
4 4

n

n n

n

n

n

n

z
z t A a t L

a t

z z
B a t n

a t a t







 


−

=

−


=

 
= − 

 

   
+  − − − −   

   





  (2.2.10) 

 

( )

( )

2
2 ( 1)

2 2 2
0 2

1
2 2

2

2 2 2
0 2 2

( , ) 4
4

4 1 ,2 ,
4 4

n

n n

n

n

n

n

z
z t C a t L

a t

z z
D a t n

a t a t







 


−

=

−


=

 
= − 

 

   
+  − − − −   

   





      (2.2.11) 

 

where 
1 1

1
2 2




+
 =  . 

Satisfying the boundary condition (2.2.5) and using the formula (1.5. 8) for 

1

,   2
2

r
z n

a t
= =  we obtain  

 

( ) ( )
( )

2 ( 1)

1

0 0

(0)
4 0 ( )

!

n
n

n

n n

n n

f
A a t L f t t

n


 

−

= =

= =   

 

and  

                                      

( )

( )

2

1

(0)

1
! 4

     

n

n
n

f
A

n
n a

n


=

+ − 
 
 

                               (2.2.12) 

 

Using the initial condition (2.2.4) and the formula (1.5.8)  for
12

r
z

a t
= , 2n =   for 

the first term with 
nC  and 2( 1)n = + −  for the second term with nD  we get 

 
(2 )

2 2 2

2
t 0

0 0

(0) ( 1) 1
( ) lim  ( , )

(2 )! ! ( )

n n
n n n

n n

n n

z z z t C z D z
n n n


 



 

→
= =

 −
= = = + 

 + 
  , 

 

Thus                

 

                    
(2 )( 1) 1 (0)

! ( ) (2 )!

n n

n nC D
n n n





−
+ =
 +

.                       (2.2.13) 
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Now we should use the conditions (2.2.6) and (2.2.8) to get additional three equations 

for the definition of all coefficients and the free boundary.  Thus ( )t  can be written 

in the form  

1

1

0

( ) n

n

n

t  


+

+

=

=
 

where t = . 
Now we rewrite the conditions (2.2.6) and (2.2.8) in terms of    and compare 

the powers in the left and the right sides of equations using k -th differentiation and 

putting then 0 = . We obtain 

 

( ) ( )1 2

0 0

( ), ( ),
0, 0,1,2,...

k k

k k
k

 

       

 
= =

 
= = =

 
  (2.2.14) 

( ) ( )1 2

1 2

( ), ( ),
! , 0,1,2,...

k k

r r

kk k
L k k

       
   

 

 
− = − + =

 
 (2.2.15) 

 

At first, we use Leibniz formula for k -th derivative for (2.2.14) equation and we 

obtain for the first term of  ( , ), 1,2i r t i = .  

2 2 2 ( 1) 2 ( 1)
2 2

2

0
0

2 ( ( )) ! [ ( ( ))]
2

( 2 )!

k n n n k n
i n n n n

ik k n

a L k L
a

k n

 




    

 

− − −

−

=
=

  −  −  =
 − 

 

and for second term we have 

 

2 2 2 1

0

2 1

2 2

0

2 ( ( )) [1 ,2 , ( )]

( ( )) [1 ,2 , ( )]!
2
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k n n n
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i k

a n
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a

k n









      



     



−

=

− −

=

   − − − −  =


   − − − − =
− 

 

where 1

0

1
( )

4

n

n

n

   


+

=

=  .  

For this purpose, we use the Faa di Bruno formula (Arbogast formula) for a 

derivative of a composite function. For the first term of temperature equation we have 

2 11 22 ( 1) 2
( 1) ( ) 1 2 2 1

02
0 1 2 2 10

[ ( ( ))] ( 2 )! ...
[ ( )]

! !... !

k n m

i

bb bk n k n
mn k n m

nk n
m b k n m

L k n
L

b b b



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    




− − +− − −
− − − +

−
= − − +=

 − −
= −


   
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1 2, ,...b b  satisfy the following equations 

 

1 2 2 1... k n mb b b m− − ++ + + =  

1 2 2 12 ... ( 2 1) 2k n mb b k n m b k n− − ++ + + − − + = −  

 

for the second term we have analogously.  
Then from condition (2.2.6) we get the following expressions 
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 (2.2.17) 

 

As coefficient nA  is known from (2.1.2), then by making substitution to (2.2.16) we 

can find coefficient nB . From system of equations (2.2.13) and (2.2.17) we can 

determine the coefficients nC  and nD    
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where  
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In particular, when 0k =  and 0 =  we have  
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From Stefan’s condition (2.2.8) and (2.2.14) we have the expression 
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 (2.2.21) 

 

We can find coefficient , ,n n nA B C  and nD  from (2.2.12), (2.2.18)-(2.2.20) and free 

boundary we can determine from (2.2.21). 

 

Convergence of series 

 

Convergence of series (2.2.10)-(2.2.11) can be proved as following. Let 

0 0
( )t =  for any 

0
t t= . Then series (2.2.10) can be written as 
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  (2.2.22) 

 

The series (2.2.10) and (2.2.11) must be convergence because 1 2( , ) ( , ) mr t r t  = = . 

Then there exists some constant 
1

E  independent of n  and for the first term of (2.2.22) 

we have 
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Since 
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A  bounded, then multiply both sides of (2.2.23) by 
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Similarly, for the second term of (2.2.23) we have some constant 
2

E  which satisfy 
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Analogously, if we multiple both sides of (2.2.25) by  
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These geometric series and 1( , )r t  convergence for all 0z   and the same 2 ( , )r t  

convergence for all 0z   and 0t t . Convergence for ( )t  can be determined 

analogously from (2.2.21). 

 

 Numerical result of test problem 

 

 In this section we consider test problem to analyze the special function method 

for the heat transfer Stefan problem with generalized heat equation arising in electrical 

contact processes. We take the parameters 1 00.5, 1, 1000mv a L T  = = = = = = =  

and boundary functions ( ) exp( ) 1 mf t t = − + , free boundary we consider in form of  

0( )t t =  and analyze effectiveness of the method for liquid region.   

 From condition (2.2.5) we take minimum of functional in the form 

 

2 2

1, 1,

0 0

( (0, ) ( )) ( ( ( ), ) )

T T

n n mJ t f t dt t t dt   = − + −            (2.2.27) 

 

and differentiating functional respect to nA  and equalizing to zero as / 0nJ A  =  we 

have the following system of equation 
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where nB  can be determined from (2.2.18). 

To find approximate coefficient nB  we take minimum of functional from 

condition (2.2.6) such that 
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and similar way if we differentiate (2.2.29) respect to nB  and equalizing to zero as 

/ 0nQ B  =   we have system of matrix equation as follows 
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where 
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From system (2.2.28) we can find approximation of coefficient nA  and (2.2.33) gives 

us approximate coefficient value of nB  then we can obtain the following results. 

In Figure 4 and Figure 5, there are shown the analytical exact solution which can 

be obtained by using recurrent formula of undetermined coefficients (2.2.18) – (2.2.20) 

and approximate solution of the temperature that obtained by variational method in 

liquid region at boundary conditions 0z =    

Table 3 presents the values of error in the reconstruction of the temperature 

distribution (0, )t  in liquid region on boundary 0z = , and the temperature ( ( ), )t t   

on free boundary ( )z t=  for different parameters .N   We can easily in this table that 

4N =  gives us better approximation on fixed face 0z =  and 2N =  enables us to get  

better approximation on free boundary ( ).z t=   Figure 6 depicts the graph of the 

absolute error of approximations for different value of .N  

 

 

Figure 4. Graph of exact and approximate temperature solution ( , )z t  on the 

boundary 0z =  
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Numerical results for solid region can be analyzed in similar way by using method of 

collocation. Now let’s analyze the solution of the free boundary ( ).t  Table 4 shows 

us to maximum error of approximation for free boundary for different value of .N  In 

Figure 7 we can see the behavior of free boundary for different variable 0   and we 

make conclusion that melting process goes faster of 0.3 =  and slowly when 0.7. =  
 

 
 

Figure 5. Graph of exact and approximate temperature solution ( , )z t  

for liquid region on the boundary ( )z t=  

 

N  max (0, ) (0, )exact approxt t −  max ( ( ), ) ( ( ), )exact approxt t t t   −  

1 0.598 0.534 

2 0.296 0.223 

3 0.218 0.225 

4 0.222 0.227 

5 0.223 0.227 

 

Table 3. The maximum error for heat distribution (0, )t  and ( ( ), )t t   
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Figure 6. Graph of the Absolute Error 

 

N  max | ( ) ( ) |exact approxt t −  

2 0.012 

3 48.625 10−  

4 59.452 10−  

5 79.877 10−  

6 68.312 10−  

 

Table 4. The maximum error for free boundary 

 

 

 
Figure 7. Behavior of the free boundary for different parameter of 0   

 

Conclusion 

A mathematical model of describing heat distribution for generalized heat in 

electrical contacts on liquid and solid zone is constructed by two-phase Stefan problem. 

Temperature for liquid zone 1( , )z t  and for solid zone 2 ( , )z t  which given in the form 

summation two special functions as Laguerre polynomial and confluent 



40 
 

hypergeometric function are determined and their coefficients , ,n n nA B C  and nD  are 

founded from equations (2.2.12) and (2.2.18)-(2.2.20) and free boundary on melting 

isotherm is described in recurrent formula (2.2.21). The convergence of series is 

proved. 

 

2.3 Two phase spherical Stefan inverse problem solution with linear 

combination of radial heat polynomials and integral error functions in electrical 

contact process   

In this research the inverse Stefan problem in spherical model where heat flux 

has to be determined is considered. This work is continuing of our research in electrical 

engineering that when heat flux passes through one material to the another material at 

the point where they contact heat distribution process takes the place. At free boundary 
( )t contact spot starts to boiling and at ( )t  stars to melting and there appear two 

phase: liquid phase and solid phase. Our aim to calculate temperature in liquid and 

solid phase, then find heat flux entering into contact spot. The exact solution of problem 

represented in linear combination of series for radial heat polynomials and integral 

error functions. The recurrent formulas for determine unknown coefficients are 

represented. The effectiveness of method is checked by test problem and approximate 

problem in which exact solution and approximate solution of heat flux is compared. 

The coefficients of heat at liquid and solid phases and heat flux are found. The heat 

flux equation is checked by testing problem by using Mathcad program. 

Heat flux entering in electrical contact materials from electrical arc distributes 

radially and axially. Spherical model is most convenient, introduced by Holm R. [15], 

in the problem of heat distribution in electrical materials. In this problem generalized 

heat equation can be used. The generalized heat equation of the form  
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1 v

v
a r

t r x x

    
=  
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have the fundamental solution with delta-function containing initial condition by using 

Laplace transform can be represented as 

 
2 2
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where 

( )
1

, 2 1
2

v

v
C  −−

= =  + . 

 

         We can consider the heat potentials related to this solution in form [29] 
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and by using integration by parts method we have the following explicit formula of 

heat polynomials 
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For applications it is convenient to multiply both sides of this equation by 

( 1 )

( 1)

n



 + +

 +
 and we get the following solution 
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which satisfy the generalized heat equation.  

In this research we consider 2v =  which allow to transform to generalized heat 

equation to spherical heat equation [30].  

 

Problem formulation 

Let us consider the liquid phase described in domain ( ) ( ), 0t r t t    and 

solid phase in ( ) , 0t r t      with spherical heat equations 
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t r r r
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= = 

   
   (2.3.1) 

 

and each phase has initial condition as follows 

 

1
( ( ),0) 0, (0) (0) 0,t   = = =    (2.3.2) 

 

2
( ,0) ( ), (0) .

m
r f r f = =     (2.3.3) 

 

Heat flux entering ( )P t  into spherical domain from electrical arc with radius 
0

r  

in process of heat transfer within electrical contact materials can be determined from 

condition 

1

1

( )

( ).
r t

P t
r 




=


− =


     (2.3.4) 

Temperatures in liquid and solid phase at free boundary ( )t  is equal to melting 

temperature 
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 ( ( ), ) , 1,2.
i m

t t i  = =                (2.3.5) 

 

Motion of the free boundary can be calculated at Stefan’s condition  
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and temperature of solid zone at infinity turns to zero 

 

2
0.

r
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The solution of the problem 

 

The solution of problem (2.3.1)-(2.3.7) we represent as linear combination of 

series for radial heat equation and integral error functions 
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The equations (2.3.8) and (2.3.9) satisfy heat equation (2.3.1) and undetermined 

coefficients , ,
n n n

A B C  and 
n

D  have to be founded to determine temperatures in phases. 

The function at initial condition for 
2
( , )r t  is represented in expansion by Maclaurin 

series 
( )

0

(0)
( )

!

n

n

n

f
f r r

n


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At first, we must find temperatures in liquid and solid zones, then by using property 

of integral error function to condition (2.3.3) we get 
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By comparing the power of r  in both sides (2.3.10) we obtain the following form 
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and from Stefan’s condition we obtain 

 



44 
 

( )

( )

2 2( ) 1 2

1

0 0

2 1

2 1 2 11

2
0

2

2 21

3
2 ! 2( ) ( )

2

3
!( )!

2

(2 )
( ( )) ( ( ))

( )

(2 )
( ( )) ( ( )

( )

k n k k

n

n

n k

n

n n

n

n

n

n n

n n n k

A

k n k n k

a
B i erfc i erfc

a
i erfc i erfc

  




   

 


   

 

− −



= =

+
+ +

=

  
 + − 
 − 

  −  + −   


+ − − −




− − + 



 

  

2 2( ) 1 2

2

0 0

3
2 ! 2( ) ( )

2

3
!( )!

2

k n k k

n

n

n k

n n n k

C

k n k n k

  



− −



= =

  
 + − 
 = − 

  −  + −   

   

 

( )

( )

2 1

2 1 2 12

2
0

2

2 22

(2 )
( ( )) ( ( ))

( )

(2 )
( ( )) ( ( )) ,

( )

n

n n

n

n

n

n n

a
D i erfc i erfc

a d
i erfc i erfc L

d


   

 

 
    

  

+
+ +

=


+ − − −




− − + +




  (2.3.14) 

 

where t =  and 
2

0 1 2

01 1

... 1
( )

2 2

n

n

na a

   
   



=

+ + +
= =  .  

Firstly, we take l -th derivative both sides  of (2.3.13) when 0 =  using Leibniz 

rule for first and second term of (2.3.13)  
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Using Faa-di Bruno for (2.3.15) and (2.3.16) we get  
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From system of equations (2.3.11) and (2.3.13) we determine the coefficients ,
n n

C D . 

Multiplying both sides of (2.3.13) by ( )   we have 
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Taking l -th derivative both sides of this expression and using (2.3.10) we have 
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Multiplying ( )   both sides of (2.3.12) and (2.3.14) we have 
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Taking l -th derivative both sides of equations (2.3.21) and (2.3.22) at 0 =  we get 
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(2.3.24) 

From recurrent equations (2.3.23) and (2.3.24) we can determined the coefficients 
n

A  

and 
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B as free boundary is known. 
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From condition at heat flux entering we have the following equation 
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Multiplying both sides by 2 ( )  we obtain the next equation 
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Analogously, taking l -th derivative of both sides of equation (2.3.27) we have 

 

( )

2 11 2

2 1 2 1
2 1 2 11

1 0 0

0 1

2 2
( )1 2 2 1 1

0

11 2 2 1

(2 ) !
( 1) ( ) ( )

( 2 1)!

2( 2 )! ... (2 ) !
[ ]

! !... ! ( 2 )!

l n

i

nl l n
m n m n m

n

n m

bb b n l n
ml n

b ml n

a l
B i erfc i erfc

l n

l nl n a l

mb b b l n

  

  


− +

+ − −
+ − + −

= =

−

− +

=− +

 
− − − − −

− −

− −
 −  

−  

 

 

 

 
2 11 2 2

21 2 2 1

0

11 2 2 1

( 2 )! ...
( 1) ( ( )

! !... !

l n

i

bb b l n m
p n pl n

b pl n

l n
i erfc

b b b

  


− + − −
−− +

=− +

−
 − −   

2 11 2

2 21 2

2

2 1 2 2 1

0

0 01 2 2 1

4 2 1 2 2 2

0

1 2

3
2 ! 2( )

( 2 )! ... 2
( ))

3! !... !
!( )!

2

! ( 2 1)! ...
(2 2 1)!

( 2 1)! ! !.

l n

i

l n

k

bb b l n
n p l n

n

b n kl n

bb b

n k l l n

n n n k
l n

i erfc A
b b b

k n k n k

l l n
n k

l n b b

  


  


− +

− +

− − +

= =− +

− − − +

 
 + − −  + − −

  −  + − 
 

− +
  − +

− +

  

2 1

1 2 2
.. !

i

l n

m b l n
b

− +

= − +





 

 

0 1

0

!
! ( )

2( )!

l

n l

n

l
p l u

l n


+

=

=
−

  

 (2.3.28) 

 

From recurrent equation (2.3.28) we can determine the coefficients of heat flux in 

process of electrical contact materials. 

   

Exact solution of test problem 

In this section we consider test problem to check effectiveness of method of 

radial heat polynomials and integral error functions for inverse problem of spherical 

Stefan problem (2.3.1)-(2.3.7). The free boundaries are given in the form 
0

( )t t =  
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and 
0

( )t t = , then from the initial condition (2.3.3) and boundary condition (2.3.6) 

we have  
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and from Stefan’s condition at free boundary ( )t  we obtain 
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For 0n =  from system of equations (2.3.29)-(2.3.30) we have  
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and from system of equations (2.3.30)-(2.3.31) we obtain  
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For 1n   we have the following results 
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Using this result and put in (2.3.29) we can find coefficient 
n

C  directly.  And for other 

coefficients we get the following coefficient 
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Heat flux can be determined form condition (2.3.3) which takes the form 
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Then from expression (2.3.40) we obtain the coefficients of heat flux passes through 

liquid and solid phases 
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and even indexed coefficients of heat flux 
2

0
n

p = .  By using Mathcad 15 and taking 

1 2 0 0 1 2
1a a L     = = = = = = = =  and melting temperature 0

m
 =  we get exact 

values of first three coefficients of temperature in two phase 

1 1 1 1 0 0
0A B C D C D= = = = = =  and 

4 3

2 2 2 2
1.574 10 , 9.442 10A C B D− −= = −  = =   are 

calculated from system of equations (2.3.33)-(2.3.39).  Then first three coefficients of 

heat flux is 
0 1

0p p= = and 
2

0.057p =  which can be found from (2.3.41). 

 

Approximate solution test problem 

 

In this section we consider collocation method that useful to engineers for testing 

and we try to show that by using three points 0, 0.5t t= =  and 1t =  we can obtain no 

error estimates. Let 
1 2

1a a L = = = =  and 0
m

 = , then for calculation Mathcad 15 is 

used and we get the next approximate coefficients for temperature in liquid and solid 

zones 
0 0

0.25, 0.125,A B= − =  and 
1 1 1 1 0 0

0A B C D C D= = = = = =  and 
4

2 2
1.574 10 ,A C −= = −   3

2 2
9.442 10B D −= =  . Then approximate values of first three 

heat flux is similar to exact values. The Figure 8 shows the graphs of approximate heat 

flux (approx_P(t)) and exact heat flux (exact_P(t)). 

Then we can summarize that method radial heat polynomials and integral error 

functions is the most effective in the heat transfer problem appearing in electrical 

contact process. 

Conclusion 

The new method radial heat polynomials are introduced and is used for testing heat 

process in two phases when heat flux passes through these two zones. The coefficients 

of temperatures  
1
( , )r t  and 

2
( , )r t  are determined from recurrent formulas (2.3.19),  

 

Figure 8 Graphs of approximate and exact heat flux functions. 
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(2.3.20) and (2.3.25), then by using these coefficients and comparing degree of time 

from condition (2.3.3) heat flux is described. To testing effectiveness of radial heat 

polynomials and integral error function test problem is considered in which free 

boundaries are represented in self-similar form 
0

( )t t =  and 
0

( )t t =  which 

are convenient for testing and with approximation method (collocation method) 

checked the error estimates between exact solution and approximate solution of this 

inverse problem. 

 

2.4 Solution of two-phase one-dimensional cylindrical Stefan problem by 

using special functions. 

In this section two-phase Stefan problem for the cylindrical heat equation is 

considered. One of the phase turns to zero at initial time. In this case, it is difficult to 

solve by radial heat polynomials because the equations are singular. The solution is 

represented in linear combination series of special functions Laguerre polynomial and 

confluent hypergeometric function. The undetermined coefficients are founded. The 

convergence of series proved.  

The one dimensional cylindrical heat equation is an important in mathematical 

modeling of heat transfer in bodies which cylindrical domain. The solution, with 

another words temperature distribution, in such model can take form of series for 

special function (Laguerre polynomials). 

We consider the following problem 
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The algorithm to solve this problem is from condition (2.4.4) and (2.4.5) we can find 

temperature for liquid and solid zones in cylindrical contact materials. Then from 

Stefan’s condition (2.4.6) the free boundary can be determined.  

 

Problem solution 

 

For 2n =  we can represent solution of (2.4.1)-(2.4.7) as the following form 
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The algorithm to find coefficients 
n

A  and 
n

B  is that from condition (2.4.5) we express 

coefficient 
n

A   and by making substitution to (2.4.6) we can get coefficient 
n

B . At first, 

we take m -th derivative from (2.4.5) and (2.4.6)   when 0 = , where  t = . 
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 (2.4.13) 

 

We use the Leibniz rule for (2.4.12), then we have 
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In particular, when 0m =  and 0 =  we have 
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By using formulas (2.4.14)-(2.4.17) we have the next recurrent formulas for condition 

(2.4.5) and (2.4.6) 
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From recurrent formula (2.4.19) we express coefficient 
n

A  and making substitution to 

(2.4.20)  we can determine 
n

B  as free boundary is given and coefficient 
n

C can be 

founded from (2.4.11). 

 

Convergence of series 

 

Convergence of series (2.4.8)-(2.4.9) can be proved as following. Let 
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The series (2.4.8) and (2.4.9) must be convergence because 1 2( , ) ( , ) mr t r t  = = . Then 

there exists some constant 
1

E  independent of n  and for the first term of (2.4.21) we 
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For second term of (2.4.21) we consider that there exists some constant 
2

E  and we 
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These geometric series and 1( , )r t  convergence for all 0r   and the same 2 ( , )r t  

convergence for all 0r   and 0t t . Convergence for equation (2.4.9) and ( )t  can 

be determined analogously from (2.4.8). 

 

2.5 Approximate solution of two-phase spherical Stefan problem with heat 

polynomials 

In this section, the solution method of two-phase spherical Stefan problem 

represented in linear combination of heat polynomials.  The required coefficients are 

determined. In this problem heat flux is given and the solution of this problem 

considered directly. Heat polynomials and their properties is introduced. Test problem 

is considered to show that linear combination of heat polynomials gives better 

approximation at heat flux. 

The Stefan problem in spherical model can be solved by using integral error 

function and heat polynomials. The solution of heat equation  
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In particular, we have 
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then corresponding to (2.6.3) we have two heat polynomials for even and odd part 
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i m i m

n n

m m

n x n x
v t v t

m n m m n m

− − +

+

= =

+
= =

− − +
   (2.5.4) 

 

These heat polynomials satisfy the equation (2.5.1).  Heat polynomial has the following 

properties: 

 

1) 
( ) ( ,0) ;i n

n
v x x=                          (2.5.5)  

 

2) ( )

2

(2 )!
(0, ) ;

!

i n

n

n
v t t

n
=                          (2.5.6) 
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3) 
( )

2 1
(0, ) 0;i

n
v t

+
=                             (2.5.7) 

  

4) 
( )

( )

1

( , )
( , );

i

in

n

v x t
nv x t

x
−


=


             (2.5.8) 

 

5) 
( )

( )( , )
( 1) ( , );

i

in

n

v x t
n n v x t

t


= −


                         (2.5.9) 

  

6) 
( ) ( ) ( )

1 1

1
( , ) ( , ) ( , ) ;

1

i i i

n n n
v x t dx v t v t

n





 
+ +

= −  +                               (2.5.10) 

 

7) 
( ) ( )

2 2 1

0

1
( , ) ( , );

2 1

i i

n n
v x t dx v t

n




+

=
+                  (2.5.11) 

 

8) 
 ( ) ( ) 1

2 1 2 2

0

2(2 1) !1
( , ) ( , ) ;

2 2 (2 1)!

i i n

n n

n
v x t dx v t t

n n



 +

+ +

 +
= − 

+ + 
                            (2.5.12) 

 

 

9) 

( )

( ) ( )2

2 2 1

0 0

2 (2 1)
(2 1)2 ( , ) ( , );

2 1

i

i in

n n

v n n
dx n n v x t dx v t

t n

 


+

 −
= − =

 +                    

(2.5.13)  

 

10) 

( )

( )2 1

2 1

0 0

2 (2 1)
(2 1)2 ( , )

2 2

i

in

n

v n n
dx n n v x t dx

t n

 

+

+

 +
= + =

 +    

 

( ) 1

2 2

[2(2 1)]!
( , ) .

(2 1)!

i n

n

n
v t t

n
 +

+

 +
 − 

+ 
                            (2.5.14)  

 

Mathematical model of problem 

 

Let consider the following problem 

 
2

21 1 1

1 2

2
, 0 ( ), 0 ,a r t t T

t r r r

  


   
= +     

   
   (2.5.15) 

 
2

22 2 2

2 2

2
, ( ) , 0 ,a t r t T

t r r r

  


   
= +      

   
   (2.5.16) 
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1 2
(0,0) , ( ,0) ( ), (0) 0, (0) ,

m m
r r      = = = =   (2.5.17) 

 

1

1

(0, )
( ),

t
P t

r





− =


     (2.5.18) 

 

1 2
( ( ), ) ( ( ), )

m
t t t t    = =     (2.5.19) 

 

1 2

1 2

( ( ), ) ( ( ), )
,

t t t t d
L

r r dt

    
  
 

− = − +
 

    (2.5.20) 

 

2
( , )

0.
t

r

 
=


    (2.5.21) 

By using substitution ( , ) , 1,2,i

i

u
r t i r x

r
 = = =  we reduce problem (2.5.15) - 

(2.5.21) to the following problem 

 
2

21 1

1 2
, 0 ( ), 0 ,

u u
a x t t T

t x


 
=    

 
    (2.5.22) 

 
2

22 2

2 2
, ( ) , 0 ,

u u
a t x t T

t x


 
=     

 
     (2.5.23) 

 

1 2
(0,0) , ( ,0) ( ), (0) 0, (0) ,

m m
u u u x x u  = = = =   (2.5.24) 

 

1

1

(0, )
( ),

u t
P t

x



− =


    (2.5.25) 

 

1 2
( ( ), ) ( ( ), )

m
u t t u t t u = =        (2.5.26) 

 

1 2

1 1 2 2

( ( ), ) ( ( ), )
( ) ( ( ), ) ( ) ( ( ), ) ,

u t t u t t d
t u t t t u t t L

x x dt

  
      

    
− − = − − +       

(2.5.27) 

 

2
( , )

0.
u t

x

 
=


    (2.5.28) 

 

The heat flux ( )P t  is given. We have to find temperature ( , ), 1,2
i

u x t i = and free 

boundary ( )t . 
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Method of solution 

 

We consider solution in the following form 

 

 (1)

1

1

( , ) ( , ),
k

n n

n

u x t A v x t
=

=     (2.5.29) 

 

(2) 2 2

2 2

1 1
2

( , ) ( , ) (2 ) .
2

k k
n n

n n n

n n

x
u x t B v x t C a t i erfc

a t= =

= +    (2.5.30) 

 

and function at initial condition we expand in Maclaurin series as 

( )

1

(0)
( )

!

nk
n

n

x x
n




=

=  

and heat flux as 

( )

1

(0)
( )

!

nk
n

n

P
P t t

n=

= .  

Then using property (2.5.5) and property of integral error function 

2 2

2
0

2

lim(2 ) 0
2

n n

t

x
a t i erfc

a t→
=  we have 

 
( )

1 1

(0)
.

!

nk k
n n

n

n n

B x x
n



= =

=           (2.5.31) 

 

From (2.5.31) by comparing degree of t  we get 

 
( ) (0)

, 1,2,3,...
!

n

n
B n

n


= =        (2.5.32) 

 

Then by using (2.5.8) to condition (2.5.25) we have  

 
( )

(1)

1 1

1 1

(0)
(0, )

!

nk k
n

n n

n n

P
A nv t t

n


−

= =

− =   

 

By expanding left side into two even and odd series and using (2.5.6), (2.5.7) we get 

the following expression 

 
( )

1 2 1

1 1

(2 )! (0)
(2 1)

! !

nk k
n n

n

n n

n P
A n t t

n n


+

= =

− + =      (2.5.33) 

 

From (33) we get by comparing degree of t  we get 
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( )

2 1

1

(0)
, 1,2,3,...

(2 )!(2 1)

n

n

P
A n

n n
+
= − =

+
   (2.5.34) 

 

By taking integral both sides of (2.5.22) and using (2.5.9) for left side we have 

 
( ) ( ) ( )

(1) (1)1

2 2

1 10 0 0

( )

(1)

2 1 2 1

10

( 1) ( , ) 2 (2 1) ( , )

2 (2 1) ( , )

t t tk k

n n n n

n n

t k

n n

n

u
dx n n A v x t dx n n A v x t dx

t

n n A v x t dx

  



= =

+ +

=


= − = − +



+ +

   



(2.5.35) 

 

and using (2.5.11), (2.5.12) or using (2.5.13), (2.5.14) we get 

 
( ) ( )

(1) (1)

2 2 2 1 2 1

1 10 0

(1) (1) 1

2 2 1 2 1 2 2

1 1

2 (2 1) ( , ) 2 (2 1) ( , )

2 (2 1) 2 (2 1) [2(2 1)]!
( ( ), ) ( ( ), )

2 1 2 2 (2 1)!

t tk k

n n n n

n n

k k
n

n n n n

n n

n n A v x t dx n n A v x t dx

n n n n n
A v t t A v t t t

n n n

 

 

+ +

= =

+

+ + +

= =

− + + =

 − + +
= + − 

+ + + 

  

 

 

 

For the right side of (2.5.22) we have 

 
( ) 2

1 1 1

2

0

( ( ), ) (0, )
t

u u t t u t
dx

x x x


  

= −
    

 

And by using (2.5.8) and condition (2.5.25) we get 

 
( ) 2

(1) (1)1

1 2 2 12
1 10 1

(1)

2 1 2

1 1

( )
( ( ), ) (2 ) ( ( ), )

( )
(2 1) ( ( ), )

t k k

n n n n

n n

k

n n

n

u P t
dx A nv t t A n v t t

x

P t
A n v t t



 





− −

= =

+

=


= + = +



+ + +

 


  (2.5.36) 

 

By making substitution (2.5.35) and (2.5.36) to the equation (2.5.22) we obtain 

 

(1) (1) 1

2 2 1 2 1 2 2

1 1

2 (1) (1)

1 2 2 1 2 1 2

1 1 1

2 (2 1) 2 (2 1) [2(2 1)]!
( ( ), ) ( ( ), )

2 1 2 2 (2 1)!

( )
(2 ) ( ( ), ) (2 1) ( ( ), )

k k
n

n n n n

n n

k k

n n n n

n n

n n n n n
A v t t A v t t t

n n n

P t
a A n v t t A n v t t

 

 


+

+ + +

= =

− +

= =

 − + +
+ − = 

+ + + 

 
= + + + 

 

 

 

 (2.5.37) 

 

Similarly, for (2.5.23) we obtain 
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(2) 2 2 1 2 1

1 2 2

1 1
2

( 1) ( )
( ( ), ) (2 )

1 2

k k
n n

n n n

n n

n n t
B v t t a C a t i erfc

n a t


 − −

+

= =

−
+ =

+
   

 

2 2 1 2 1 (2)

2 2 1

1 1
2

( )
(2 ) ( ( ), )

2

k k
n n

n n n

n n

t
a C a t i erfc B nv t t

a t


− −

−

= =

 
= − + 

 
   (2.5.38) 

 

Then system (2.5.37) and (2.5.38) can be written as follows 

 

(1) (1)

2

1

(2) (2)

1

;

.

k

n n n

n

k

n n n

n

A q

C q





=

=


=


 =





     (2.5.39) 

where 

 

(1) (1) 2 (1)

2 1 1 2 1

2 (2 1)
( ( ), ) 2 ( ( ), ),

2 1
n n n

n n
v t t a nv t t

n
  

+ −

−
= −

+
 

 

(2) 2 2 1 2 1

2 2

2

( )
2 (2 ) ,

2

n n

n

t
a a t i erfc

a t


 − −=  

 

((1) 2 (1)

2 1 1 2

1

(1) 1 2

2 2 1

1

(2 1) ( ( ), )

2 (2 1) [2(2 1)]! ( )
( ( ), ) ,

2 2 (2 1)!

k

n n n

n

n

n

q A a n v t t

n n n P t
v t t t a

n n






+

=

+

+

= +

 + +
− − + 

+ +  


 

 

(2) 2 (2) (2)

2 1 1

1

( 1)
( ( ), ) ( ( ), ) .

1

k

n n n n

n

n n
q B a nv t t v t t

n
 

− +

=

− 
= − + + 
  

 

From (2.5.39) using linear combination of 
2 1 2 1

( ( ), ), ( ( ), )
n n

v t t v t t 
+ −

 and integral error 

function we can determine coefficients 
2n

A  and 
n

C  if ( )t  is known. The coefficients 

2n
A and 

n
C  also can be determined directly from condition (2.5.26).  

 

Approximation of free boundary 

To approximate free boundary, we represent iteration in form  

1

1

1

( ) , ( ) ( ), , 0,1,2,...i i

i i i i i i

i i

t t t t t t t i
t t

 
    +

+

+

−
= = + −   =

−
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1) 
1

0 .t t   From Stefan’s condition (2.5.27) and taking into account that  

( )
1, 0;

( (0),0)
0, 0

i

n

n
v

n


=
= 


 we get   

1 2

1 1

( )
m

u
t

L

 




−
= . 

2) 
1 2

.t t t    Putting 
1

t t=  into condition (2.5.27) and using (2.5.4) and condition 

(2.5.26) we have the following expression 

 

 

(1)2 1

2 1 1 1

12 1

(2) 2 1 2 1 1

1 1 1 1 2

1 1
2

( , )

( , ) (2 ) .
2

k

n n m

n

k k
n n

n n n m

n n

L A nv t u
t t

B nv t C a t i erfc u
a t

 
   


  

−

=

− −

−

= =

−  
= − − −  

  
− + −  

   



 

(2.5.40) 

 

As coefficients ,
n n

A B  and 
n

C  are known from (2.5.32), (2.5.34), (2.5.39) then 
2

  can 

be determined from (2.5.40). 

 

Test problem 

 

Let given that  
1 2 1 2

1a a  = = = =  and ( ) exp( )P t t=  and free boundary as 

( ) ln(1 )t t = + . By taking several five points at 2 /10, 0,1,2,3,4,5
i

t i i= =  and 

calculating coefficients with linfit(a,b,c) function in Mathcad 15 we have the result 

that shown in Figure 9. In Figure 9 we see heat flux solutions for 5, 10N =  and Figure 

10 depicts that most error takes the place at 1t =  and error estimate is 7.2 percent in 

5N =  and most error for 10N =  takes place at 0.8t =  with estimation 0.25 percent. 

Then we can deduce that linear combination of functions is also give good 

approximation to given heat flux. In Figure 11, we can see the graph of the exact and 

approximate solution of the temperature in melting region at boundary ( )x t=  and 

Figure 12 shows the Relative Error of the approximations. 
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Figure 9. Graph of exact ( ) and approximate ( ) heat flux function for  

5N =  in (A) and 10N =  in (B)  

 

 
Figure 10. Graph of the Relative Error of the heat flux approximation:  

(A)  5N = ; (B) 10N =  

 

 
 

Figure 11. Graph of exact ( ) and approximation ( ) temperature  

solution on melting condition for (A) 5N =  and (B) 10N =  
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Figure 12. Graph of the Relative Error at boundary ( )x t= : (A) 5,N =  (B) 10.N =  

 

We can easily see that most error arises in 5N =  with estimation 11.6% and 10N =  

gives us better approximation with error estimation less than 0.1 percent. 
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3 STEFAN PROBLEMS ARISING IN ELECTRICAL CONTACT 

PROCESSES WITH NONLINEAR MODEL 

3.1 One-phase spherical Stefan problem with Dirichle condition and 

temperature dependent coefficients 

The one-phase spherical Stefan problem with coefficients depending on the 

temperature is considered. The method of solving is based on the similarity principle, 

which enables us to reduce this problem to a nonlinear ordinary differential equation, 

and then to an equivalent nonlinear integral equation of the Volterra type. It is shown 

that the obtained integral operator is a contraction operator and a unique solution exists. 

The method of similarity for solving the Stefan problem (automodel solution) 

with thermal coefficients depending on the temperature has been widely developed in 

recent years. The one-dimensional Stefan problem with given temperature and heat 

flux condition at fixed face for a semi-infinite material is considered in papers [31]-

[32]. 

Recently, Huntul and Lesnic also discussed an inverse problem of determining 

the time-dependent thermal conductivity and the transient temperature satisfying the 

heat equation with initial data [33]. The inverse Stefan problems for finding the time-

dependent thermal conductivity using shifted Chebyshev polynomials [34] and the 

latent heat depending on the position using Kummer functions [33] are considered 

successfully on the base of the similarity principle. The detailed information 

concerning this approach can be found in the references of papers [31]-[32]. 

Mathematical modeling of the arc erosion in electrical contacts should take into 

account the temperature dependence of all thermal and electrical coefficients, which is 

very essential for the correct description of melting and boiling dynamics [22]. The 

method of similarity is applied in this paper to modeling of the temperature field of a 

liquid spherical metal zone between two free moving boundaries related to the melting 

and boiled isotherms. 

The temperature distribution in a liquid metal zone at the interaction of 

electrical contacts with the arc can be described by the spherical model introduced by 

R. Holm [14] 

 

2

2

1
( ) ( ) ( ) , ( ) ( ), 0,

T T
c T T r T t r t t

t r r r
   

   
=       

  (3.1.1) 

 

( ( ), ) ,bT t t T =       (3.1.2) 

 

( ( ), ) ,mT t t T =       (3.1.3) 

 

and Stefan’s conditions 

 

( ( ), ) '( ),b b b

T
t t L t

r
   


− =


    (3.1.4) 
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( ( ), ) '( ),m m m

T
t t L t

r
   


− =


    (3.1.5) 

 

Here ( , )T r t  is the temperature distribution in a liquid zone, bT  is temperature of boiling, 

mT  is the temperature of melting, ( ), ( )c T T  and ( )T  are gives coefficients of the heat 

capacity, density, heat conductivity correspondingly, ,b mL L are the specific heats of 

evaporation and melting, ( ), ( )r t r t = =  are the radii of boiling and melting 

isotherms, ( ), ( ), ( )b b m m b bT T T     = = =  and ( )m mT = . After the substitution  

 
( , )

( , ) ,m

b m

T r t T
r t

T T


−
=

−
    (3.1.6) 

 

we get the following new problem  

 

2

2

1
( ) ( ) ( ) , ( ) ( ), 0,c r t r t t

t r r r

 
      

   
=       

 (3.1.7) 

 

( ( ), ) 1,t t  =      (3.1.8) 

 

( ( ), ) 0,t t  =      (3.1.9) 

 

1

'( )
( ( ), ) ,

Ste

b b
b

c t
t t

r

  
 


− =


                   (3.1.10) 

 

2

'( )
( ( ), ) ,

Ste

m m
m

c t
t t

r

  
 


− =


            (3.1.11) 

 

where ,b mc c  are specific heat, 1 2

( ) ( )
Ste , Steb b m m b m

b m

c T T c T T

L L

− −
= =  are Stefan 

numbers  and  

 

( ) (( ) ), ( ) (( ) ), ( ) (( ) ),b m m b m m b m mc c T T T T T T T T T         = − + = − + = − +  

 

Using the similarity principle [31], the solution of problem (3.1.7)-(3.1.11) can be 

represented in the following form 

 

0 0

0

( , ) ( ), , ( ) , ( )
2

r
r t u t t t t

t
      


= = = =    (3.1.12) 

 

for some 0 0 0   . Then 
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2 2

2 2 2

0

1 1 1 1
, ( ) ( )

2 4

du d du
r u

t t d r r r t d d

 
    

    

    
= − =        

  (3.1.13) 

 

and problem (3.1.7)-(3.1.11) takes the form  

 

2 2 3 0
0

0

1
( ) 2 ( ) 0, ,

2 2

d du du
L u N u

d d d


   

   

 
+ =   

 
    (3.1.14) 

 

(1 / 2) 1,u =        (3.1.15) 

 

0 0( / 2 ) 0,u   =         (3.1.16) 

 
2

0

1 1

(1 / 2) ,
Ste

du

d a




= −                     (3.1.17) 

 
2

0
0 0

2 2

( / 2 ) ,
Ste

du

d a


 


= −         (3.1.18) 

 

where 1 2,b m

b b m m

a a
c c

 

 
= =  are diffusivity of the material and 

 

( ) (( ) ), ( ) (( ) ) (( ) ).b m m b m m b m mL u T T u T N u c T T u T T T u T = − + = − +  − +  

 

Let us consider the obtained differential equation 

 
2 2 3

0( ) ' ' 2 ( ) ' 0.L u u N u u    + =     (3.1.19) 

 

By using the substitution 
2( ( )) '( ) ( )L u u    = we get the following equation 

 

'( ) ( , ( )) ( ) 0,P u     + =        (3.1.20) 

 

where  
2

02 ( ( ))
( , ( )) .

( ( ))

N u
P u

L u

  
 


=  

 

Solving the equation (3.1.20) with respect to ( )   we get 
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1/2

( ) (1 / 2)exp ( , ( )) ,P s u s ds



  
 

= − 
 
  

 

where, by the definition of the function   and conditions (3.1.15) and (3.1.17), 

 
2

0(1 / 2) ( (1) '(1 / 2)) / 4 ( ) / (4( )).b b b mL u T T   = = − −  (3.1.21) 

 

By the substitution 
2( ( )) '( ) ( )L u u    =  using condition (3.1.15) we get the 

following non-linear integral equation of the Volterra type with respect to ( )u   

 

2

1/2 1/2

1
( ) 1 (1 / 2) exp ( , ( )) ,

( ( ))
u P s u s ds d

L u

 

  
 

 
− = − 

 
   

 

which we can rewrite as follows 

 

( ) 1 [ , ( ), ( )],u L u N u = +     (3.1.22) 

 

where 

 

2

1/2

[ , ( ), ( )] (1 / 2) [ , ( )] / ( ( ( )))L u N u E t u t t L u t dt



  =   

 

2

0

1/2 1/2

[ , ] exp ( , ( )) exp 2 ( ( )) / ( ( )) .

t t

E t u P s u s ds sN u s L u s ds
   

= − = −   
   
   

 

Integral equation (3.1.22) is equivalent to differential equation (3.1.14) plus conditions 

(3.1.15) and (3.1.17), and the initial problem of finding a solution to differential 

equation (3.1.14), satisfying conditions (3.1.15)-(3.1.18), is equivalent to the problem 

of finding a solution to integral equation (3.1.22), satisfying conditions (3.1.16) and 

(3.1.18). 

 If  u  is a solution to nonlinear integral equation (3.1.22), satisfying conditions 

(3.1.16) and (3.1.18), then by (3.1.12) the desired temperature distribution in a liquid 

zone ( , )T r t  has the form 

 

0( , ) ( ) ( / (2 )).m b mT r t T T T u r t= + −        (3.1.22a) 
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Existence of unique solution.  

 

Using the fixed point theorem we find conditions ensuring that integral equation 

(3.1.22) has a unique solution if 0 0  . Let us denote [ , ] [ , ( ), ( )]u L u N u   . We 

suppose that there exist positive constants , ,m M sN N L  and ML , such that for all 0   

 

( ) , ( ) .s M m ML L L N N N        (3.1.23) 

 

We assume that the specific heat and dimensionless thermal conductivity are 

Lipschitz functions and there exist positive constants L and N such that  

 

|| ( ) ( ) || || ||, , ( ) ( ),

|| ( ) ( ) || || ||, , ( ) ( ),

L g L f L g f g f C L

N g N f N g f g f C L

+  +

+  +

−  −   

−  −   
 (3.1.24) 

 

where || || sup | ( ) |f f



+

=  and [0, )+ =  . 

Lemma 3.1.  For 
1

2
   we have 

 

2 2 2 2

0 0

1 1
exp [ , ] exp .

4 4

M m

s M

N N
E u

L L
    

      
− −   − −      

     
 

 

Proof: To prove, for example, the right-hand-side inequality it suffices to note 

that 

 

2 2 2

0 0

1/2

1
[ , ] exp exp .

4

m m

M M

N N
E u sds

L L



   
    

 − = − −    
   

  

 

Lemma 3. 2.  For 0 0  we have  

 
2

0 0 0
0

2
2 2 0

0

0 0

2
0 0

0

| (1 / 2) |
exp erf erf

4 2

1 2
exp exp [ , ]

4

| (1 / 2) |
exp erf erf

4

M M M M

s s sM s

s M s M

M s M s

m m m

M Ms M

N N N N

L L LL L

L N L N
u

N L N L

N N N

L LL L

   
   


  

  

   
   

     
− +          

      

   
− − + −     

   

  
 − +  

   

0

2

m

M

N

L

  
   

  
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2
2 2 0

0

0 0

1 2
exp exp ,

4

M m M m

m M m M

L N L N

N L N L


 

  

   
− − + −   

   
 

 

where 
2

0

2
erf( )=

x

tx e dt


−

  and (1 / 2)  is defined by (3.1.21). 

Proof. By Lemma 3.1 we have 
2

2 2

0

1/2

2 2
2 20

0

1/2

| (1 / 2) | 1 / 4
[ , ] exp / ( )

| (1 / 2) |
exp exp / ( ) .

4

m

s M

m
m

s s M

u N d
L L

N
N d

L L L





 
   

  
  

 −
  − 

 

   
= −   

  





 

 

By making the substitution 
0 /m Mt N L =  we obtain 

 

2
0 0 0

0

2
2 2 0

0

0 0

| (1 / 2) |
[ , ] exp erf erf

4 2

1 2
exp exp

4

m m m m

M M Ms M

M m M m

m M m M

N N N N
u

L L LL L

L N L N

N L N L

   
    


 

  

     
   − +     

     

   
− − + −    

   

 

 

Analogously we can obtain the left-hand-side inequality.                   

Lemma 3.3.  Let 0 0  . If (3.1.23)-(3.1.24) hold, then for all 
*

0 0, [1 / 2, / 2 ]u u C    we have 

 
2

* 2 *0 0

0

1 1
| [ , ] [ , ] | || ||, ; .

4 2 2
M

s s

L
E u E u N N u u

L L

 
   



    
−  − + −      

    
 

 

Proof: By using the inequality | exp( ) exp( ) | | |, , 0x y x y x y− − −  −    we obtain 

 
*

* 2 2

0 0 *

1/2 1/2

* *
2 2

0 0* *

1/2 1/2 1/2

( ( )) ( ( ))
| [ , ] [ , ] | exp 2 exp 2

( ( )) ( ( ))

( ( )) ( ( )) ( ) ( )
2 2

( ( )) ( ( )) ( ) ( )

N u s N u s
E u E u s ds s ds

L u s L u s

N u s N u s N u N u
s ds s ds ds

L u s L u s L u L u

 

  

   

 

   
− = − − −   

   

 −  −

 

  
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* * *
2

0 *

1/2

( ) ( ) ( ) ( )
2

( ) ( ) ( ) ( )

N u N u N u N u
sds

L u L u L u L u



 − + −  

* *
2 *

0 *

1/2

| ( ) ( ) | | ( ) ( )
2 | ( ) |

| ( ) | | ( ) ( ) |

N u N u L u L u
N u sds

L u L u L u




 − −

 + 
 
  

2
2 * 2 *0

0 2

1/2

1
2 || || || || .

4
M M

s s s s

N L L
N u u sds N N u u

L L L L




 
    

 + −  − + −    
    

  

Lemma 3.4.  Let 0 0  . Suppose that (3.1.23)-(3.1.24) hold. Then for all 
*

0 0, [1 / 2, / 2 ]u u C    we  

Have 

* * 2

02

0

0

| (1 / 2) | 1 1
| [ , ] [ , ] | || || 1 2 ,

4

1
;

2 2

M

s s

L
u u u u N N L

L L


   

 






     
 −  − + + − + −      

     

 
  

 

 

where (1 / 2)  defined by (3.1.21). 

Proof:  

*
2 2

0 0 *

1/2 1/2*

2

1/2

*
2

0 1 2* 2 *

1/2 1/2

( ( )) ( ( ))
exp 2 exp 2

( ( )) ( ( ))
| [ , ] [ , ] | | (1 / 2) |

( ( ))

1 1 1 ( )
| (1 / 2) | exp 2 ( ) ( )

( ( )) ( ( )) ( )

N u N u
u du u du

L u L u
u u d

L u

N u
u du d T T

L u L u L u

 



 

 
 

 
   

 

    
  

   
− − −   
   

 − 

 
+ − −  + 

 

 


 

 

 

From Lemma 3.3 we get 

 

* 2

1

1/2

( ) | (1 / 2) | [ , ] [ , ] / ( )sT E u E u L d



      −  

2
* 20

2

1/2

2 2
*0

2 2

1/2

| (1 / 2) | || || /( )

1 / 4
| (1 / 2) | || ||

M s

s s

M

s s

L
N N u u L d

L L

N
N L u u d

L L






  

 
 



 
 + − 

 

  −
 + − 

 





 

2
*0

2

1
| (1 / 2) | || || 1

4

M

s s

N
N L u u

L L


 



   
= + − + −   

  
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and 

 
*

2 * 2 2*

1/2 1/2

( ( )) ( ( ))1 1
( ) | (1 / 2) | | (1 / 2) |

( ( )) ( ( )) ( ( )) ( ( ))

L u L ud d
T

L u L u L u L u

    
  

    

−
 −    

* *

2 2 2

1/2

1
| (1 / 2) | || || | (1 / 2) | || || 2 .

s s

L d L
u u u u

L L




 
 

 
 − = − − 

 
  

 

Then we have 

 

* 2

1 2 02

| (1 / 2) | 1 1
( ) ( ) || || 1 2 .

4

M

s s

N
T T u u N L L

L L


   

 

     
+ = − + + − + −      

     

 

 

Theorem 1.  Let 0 0  . Suppose that (3.1.23)-(3.1.24) hold. If the following 

inequality is satisfied 

 

2 0 0 0
0 0 02

0 0 0

| (1 / 2) | 2
( , ) 1 2 1,

2 2

M

s s

N L
b N L

L L

   
  

  

     
= + + − + −       

     

   (3.1.25) 

 

where (1 / 2)  is defined by (3.1.21), then there exists a unique solution 

0 0[1 / 2, / 2 ]u C    of integral equation (3.1.22).  

Proof:  Let 0 0 0 0: [1 / 2, / 2 ] [1 / 2, / 2 ]W C C   → be the operator defined by 

 

0 0( )( ) 1 [ , ( ), ( )], [1 / 2, / 2 ].W u L u N u u C   = +   

 

A solution of (3.1.22) is a fixed point of the operator W , that is 

 

0

0

1
( )( ) ( ), .

2 2
W u u


  


=    

Let 
*

0 0, [1 / 2, / 2 ]u u C   , then we obtain 

 

0 0 0 0

* * *

[1/2, /2 ] [1/2, /2 ]
|| ( ) ( ) || max | ( ( )) ( ( )) | max | [ , ] [ , ] | .W u W u W u W u u u

     
   

 
− = −   −  

 

Finally, by using Lemmas 3.2 – 3.4 we have 

 
* *

0 0|| ( ) ( ) || ( , ) || || .W u W u b u u −  −  
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Hence, if condition (3.1.25) is satisfied, W  is a contraction operator and by the fixed 

point theorem there exists a unique solution of integral equation (3.1.22).                    
 

 Numerical solution of the test problem 

 

In this section we test the spherical Stefan problem to show efficiency of the 

method proposed in this work. For testing, we use Runge-Kutta (RK) method to check 

accuracy of the solution (3.1.22). For calculation we take parameters  1 2 1a a= =  and  

we assume that thermal coefficients are constant such that 

0 0 0( ) , ( ) , ( )c c      = = =  and 0 00.5, 1 = =  and dividing interval 0 0( , )  into 

subintervals with 1 / (10 )h i=  where 1,2,3,...,i =  we get the result of evaluation that we 

can see in Figure 13 where blue graph is exact solution and red graph is approximation 

numerical result of RK. Then we can see that in the Figure 13 with 5 subintervals, it is 

possible to get better approximation than 10 subintervals. It follows that the solution 

(3.1.22) is effective for the problem (3.1.14)-(3.1.18). We can also see comparison of 

numerical results of exact and approximate solutions in Table 5. 

 

 
 

Figure 13. Exact and approximation solution of nonlinear model (green – exact Eu , 

blue – approximation | 5Au N = , yellow – approximation | 10Au N = ) 

 

In Figure 14 we represent error of approximation and we can see that greatest 

error for N = 5 is approximately 0.12 % which less than sub intervals N = 10 that has 

greatest error 0.28 % and we can get better approximation even if we take several 5 

points. Then we can make conclusion that similarity method is effective for 

engineering problems.  

The Figure 15 (A) depicts that the boiling interface moves faster if Stefan 

number increases and in the (B) it depicts that if we increase Stefan number then 

melting process goes faster and liquid zone melted quickly. 

Temperature distribution in liquid is found by using similarity substitution 

(3.1.12) and obtained new form of solution (3.1.22). A free boundaries on boiling and 

melting interfaces are determined from (3.1.17) and (3.1.18). It is also easy to check 
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Table 5. Comparison of exact value of temperature ( Eu ) and approximate value of 

temperature ( Au ) and Relative Error ( RE ) of approximation. 

 

 

 
 

Figure 14. Relative Error a) for 5N =  and b) for 10N =  

 

 
 

Figure 15. Behaviour of free boundaries (A) for ( )t  and (B) for ( )t  on different 

values of Stefan numbers 

 

that (3.1.22a) satisfies spherical heat equation and all conditions (3.1.2)-(3.1.5). The 

main goal of this work is to improve the problem (3.1.1)-(3.1.9) by representing in new 

form of solution is achieved and existence is proved. Approximation solution of the 

problem is represented and efficiency of the method is described. 
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3.2 One-phase spherical Stefan problem with Neumann condition and 

temperature dependent coefficients  

  

In Stefan problem with temperature-dependent thermal coefficients to determine 

heat process between on melting isotherm is an important to give attention to 

temperature dependence of specific heat and thermal conductivity. Similarity principle 

is very useful method to solve these kind of problems that enable us to reduce free 

boundary partial differential problem to ordinary differential equation with fixed 

boundary.  

In this article we consider one-phase spherical Stefan problem with two free 

boundaries which one of them is given. This problem encounters in electrical contact 

phenomena, when heat flux enters to material through electrical contact spot which 

takes the form ideal hemisphere and heat distributed in spherical domain. We assume 

that contact surface of material with spot at the given radius ( )r t=  initial time takes 

melting temperature ( ( ( ),0) mt  = ) and melted liquid phase domain lies between two 

moving boundaries. The aim of the article, finding temperature solution for liquid 

phase and the second free boundary on melting interface. The existence and uniqueness 

of the solution is proved by fixed point Banach theorem. Solution of the problems with 

particular types of nonlinear thermal coefficients are presented.   

 

Mathematical model and its solution  

 

The mathematical model describing the process of the interaction of the 

electrical arc with electrodes and the dynamics of their melting is based on the spherical 

model introduced by R. Holm [14]. The mentioned problem can be modelled as: 

  

2

2

1
( ) ( ) ( ) , ( ) ( ), 0,c r t r t t

t r r r

 
      

   
=       

   (3.2.1) 

2
0

0( ( ( ), )) ( ( ), ) , 0,
a

r

P e
t t t t t

t



    


−

− =            (3.2.2) 

 

( ( ), ) , 0,mt t t  =            (3.2.3) 

 

( ( ( ), )) ( ( ), ) '( ), 0,rt t t t L t t     − =            (3.2.4) 

 

(0) 0, =                (3.2.5) 

 

where ( ), ( )c     and ( )   are the heat capacity, mass density and thermal 

conductivity of the electrical contact material that depend of temperature   



80 
 

( , )r t in liquid phase which has to be determined, m -  melting temperature, 
2

0 /

0( ) /
a

Pe t
 −

 represents heat flux entering in electrical contact spot at free boundary 

( )r t=  and 0 0P   is the given constant . We suppose that the left free boundary ( )t  

is known and ( )t denotes the location of the moving melting  interface which has to 

be determined, L is the latent heat of melting and  is the density of the material.  

 If we use the following dimensionless transformation 

 

( , )
( , ) ,m

m

r t
T r t

 



−
=      (3.2.6) 

 

the problem (3.2.1)-( 3.2.5) becomes 

 

2

2

1
( ) ( ) , ( ) ( ), 0,

T T
N T a L T r t r t t

t r r r
 

   
=       

  (3.2.7) 

2
0

0

0

( ( ( ), )) ( ( ), ) , 0,
a

r

m

P e
L T t t T t t t

t



 
  

−

= −      (3.2.8) 

 

( ( ), ) 0, 0,T t t t =        (3.2.9) 

 

0( ( ( ), )) ( ( ), ) '( ) / ( ), 0,r mL T t t T t t L t t    = −            (3.2.10) 

  

(0) 0. =                  (3.2.11) 

 

where  0 0 0, ,c    and 0 0 0/ ( )a c =  are heat capacity, density, thermal conductivity and 

thermal diffusivity of the material and 

 

0 0 0

( ( ( , ) 1)) ( ( ( , ) 1)) ( ( ( , ) 1))
( ) , ( )m m mT r t c T r t T r t

L T N T
c

    

 

+ + +
= =  

To solve the problem (3.2.7)-( 3.2.11) we use similarity substitution  

 

( , ) ( ), ,
2

r
T r t u

at
 = =     (3.2.12) 

 

From (3.2.9)- (3.2.12) , it can be supposed that given and unknown free boundaries 

must be proportional to at  and can be presented as follows: 
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0( ) 2 , ( ) 2t at t at   = =     (3.2.13) 

 

where 0 is given positive constant and   is an unknown constant to be found. 

 With help of (3.2.12), the problem (3.2.7)-( 3.2.11) becomes 

 

 
* 2 3 *

0[ ( ) ']' 2 ( ) ' 0, ,L u u N u u    + =      (3.2.14) 

 
* *

0 0( ( )) '( ) ,L u u p  = −                (3.2.15) 

 

( ) 0,u  =                  (3.2.16) 

 

 '( ) .u K = −                (3.2.17) 

 

where 

2
0

* 0

0

2 a

m

P ae
p



 

−

= ,  
2

( )m m

aL
K



  
=  and 

 

* *

0 0 0

( ( 1)) ( ( 1)) ( ( 1))
( ) , ( ) .m m mu c u u

L u N u
c

    

 

+ + +
= =   (3.2.18) 

 

 We can deduce that ( , )u  is the solution of the problem (3.2.14)-( 3.2.17) if and 

only if ( , )u  satisfy the integral equation 

 
*( ) ( [ , ( )] [ , ( )]).u p F u F u    = −       (3.2.19) 

 

where   

0

2 *

[ , ( )]
[ , ( )]

( ( ))

E s u s
F u ds

s L u s





  =      (3.2.20) 

 

0

*

*

( ( ))
[ , ( )] exp 2

( ( ))

s
N u

E s u s d
L u




 



 
= − 

 
 

     (3.2.21) 

 

together with condition (3.2.17) which becomes 

 

* 3[ ,0]
.

( )m

E
p

K




 
=       (3.2.22) 
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From (3.2.22) we can determine unknown constant  . 

 

Existence and uniqueness of the similarity solution of the problem. 

 

To analyze existence of solution (18) we assume that 0   is given constant. At 

first we consider the space 
0

0[ , ]C    of continuous real valued functions defined on 

interval 0[ , ]   endowed with supremum norm  

 

0[ , ]
|| || max | ( ) | .u u

  



=     (3.2.23) 

 

To prove that we use the fixed point Banach theorem as (
0

0[ , ], || ||C    ) is a Banach 

space. Let we define the operator V on 
0

0[ , ]C    that is 

 
*( )( ) ( [ , ( )] [ , ( )])V u p F u F u    = − .  (3.2.24) 

 

By using the fixed point Banach we have to that for each 0  there exists a unique 

function u  such that 

 

0( )( ) ( ), [ , ].V u u    =          (3.2.25) 

 

which is the solution to (3.2.19).  

 We assume that 
* *,L N  are bounded and satisfy Lipschitz inequalities as follows 

a) There exists 
0

0m
mL




=  and 

0

0M
ML




=  such that 

 
* 0

0 0( ) , ( ) ( ).m ML L u L u C L+  +        (3.2.26) 

 

There exists 
0

( 1)
0mL

 



+
=   such that 

 

 
* * 0

1 2 1 2 1 2 0 0|| ( ) ( ) || || ||, , ( ) ( ).L u L u L u u u u C L+  +−  −             (3.2.27) 

 

b) There exists 
0 0

0m
mN

c




=   and   

0 0

0M
MN

c




=   such that 
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* 0

0 0( ) , ( ) ( ).m MN N u N u C L+  +              (3.2.28)  

 

There exists 
0 0

( 1)
0mN

c

 



+
=   such that 

 
* * 0

1 2 1 2 1 2 0 0|| ( ) ( ) || || ||, , ( ) ( ).N u N u N u u u u C L+  +−  −         (3.2.29) 

 

Now we have to obtain some preliminary results to prove the existence and uniqueness 

of the solution to the equation (3.2.25).  

Lemma 3.2.1. For all 0[ , ]z    the following inequalities hold 

 

2 2 2 2

0 0exp ( ) [ , ( )] exp ( )m M

M m

N N
z E z u z z

L L
 

  
− −   − −  
   

 (3.2.30) 

 

2

0

0
0

0

2

0

exp

exp erf exp erf

[ , ( )] exp

m m

M M

M Mm m m m

M M M Mm m

M M

m m

N N

L L

L LN N zN N
z

L L L LN z N

N N
F z u z

L L




  





 
 
 

       
 − + − − −       
        

 
   

 

 

 

0
0

0

exp expm mM M M M

m m m mM M

L LN N zN N
erf erf z

L L L LN z N


  



       
 − + − − −          
        

 

(3.2.31) 

 

Proof. Lemma can be proved analogously by using definition of (3.2.20)-( 

3.2.21) and assumptions (3.2.26)- (3.2.29).                  

Lemma 3.2.2.  Let given 0   and for all 
0[ , ]z    and 

0

1 2 0, [ , ]u u C    the 

following inequalities hold 

 

1 2 1 2| [ , ] [ , ] | ( ) || ||,E z u E z u E z u u−  −     (3.2.32) 

 

1 2 1 2| [ , ] [ , ] | ( ) || ||F z u F z u F z u u−  −     (3.2.33) 

 

where 
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2 2

02
( ) ( )M

m m

N N L
E z z

L L


 
= + − 
 

 

2 2

02

0

( ) 1 1
( ) exp ( )M

m m m

E z L N
F z z

L L L z




    
= + − − −    

    
  (3.2.34) 

 

Proof:  Taking into account assumptions (3.2.29)-( 3.2.31) and inequality

| exp( ) exp( ) | | |x y x y−  −  we have 

 

0 0

0 0 0

* *

1 2
1 2 * *

1 2

* * * *

1 2 1 2

* * * *

1 2 1 2

* *

1

*

1

( ( )) ( ( ))
| [ , ] [ , ] | exp 2 exp 2

( ( )) ( ( ))

( ( )) ( ( )) ( ) ( )
2 2

( ( )) ( ( )) ( ) ( )

( ) (
2

( )

z z

z z z

N u s N u s
E z u E z u s ds s ds

L u s L u s

N u s N u s N u N u
s ds s ds sds

L u s L u s L u L u

N u N

L u

 

  

   
− = − − −   

   
   

 −  −

 −

 

  

0

0

0

* *

2 2 2

* * *

1 1 2

* * * *
*1 2 2 1

2* * *

1 1 2

2 2

1 2 0 1 2 1 22 2

) ( ) ( )

( ) ( ) ( )

| ( ) ( ) | | ( ) ( ) |
2 | ( ) |

| ( ) | | ( ) || ( ) |

2 || || ( ) || || ( ) || |

z

z

z

M M

m m m m

u N u N u
sds

L u L u L u

N u N u L u L u
N u sds

L u L u L u

N N L N N L
u u sds z u u E z u u

L L L L









+ −

− −
 +

   
 + −  + − − = −   

   





 | .

 

 

In similar way, we obtain the next result 

0 0

0 0

1 2
1 2 2 * 2 *

1 2

1 2

2 1 22 * * * 2

1 1 2

[ , ] [ , ]
| [ , ] [ , ] |

( ) ( )

[ , ] [ , ] 1 1 1
[ , ] ( ) ( )

( ) ( ) ( )

z z

z z

E s u E s u
F z u F z u ds ds

s L u s L u

E s u E s u
ds E s u ds G z G z

s L u L u L u s

 

 

−  −

−
 + −  +

 

 

 

 

where 

 

0 0

1 2

1 1 2 1 22 * 2

1 0

[ , ] [ , ] ( ) 1 ( ) 1 1
( ) || || || ||,

( )

z z

m m

E s u E s u E z E z
G z ds u u ds u u

s L u L s L z
 



−  
  − = − − 

 
   

 

0

2 2* * 2

1 2

1 1 1
( ) [ , ]

( ) ( )

z

G z E s u ds
L u L u s



 −  
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0

* *
2 2 2 1

0 * * 2

1 2

| ( ) ( ) | 1
exp ( )

| ( ) || ( ) |

z

M

m

N L u L u
z ds

L L u L u s



  −

 − − 
 

  

  

0

2 2

0 1 22 2

2 2

0 1 22

0

1
exp ( ) || ||

1 1
exp ( ) || || .

z

M

m m

M

m m

N L
z u u ds

L L s

N L
z u u

L z L








 
 − − − 

 

  
= − − − −  

  


 

 

Then we obtain 

 

1 2 1 2

0

2 2

0 1 22

0

2 2

0 1 2 1 22

0

( ) 1 1
( ) ( ) || ||

1 1
exp ( ) || ||

( ) 1 1
exp ( ) || || ( ) || || .

m

M

m m

M

m m m

E z
G z G z u u

L z

N L
z u u

L z L

E z L N
z u u F z u u

L L L z









 
+  − − 

 

  
+ − − − − =  

  

    
= + − − − − = −    

    

 

 

Now we are able to prove the following theorem. 

 

Theorem 3.2.1.  Suppose that *L  and 
*N  satisfy the conditions (3.2.26)-( 

3.2.29). If 
*

0     where 
* 0   is defined as unique solution to ( ) 1z = with 

 
*( ) : 2 ( )z p F z =           (3.2.35) 

 

where ( )F z  is given by (3.2.34), then there exists a unique solution 
0

0[ , ]u C    for 

the integral equation (3.2.19) . 

Proof:   We have to show that operator 
0 0

0 0: [ , ] [ , ]V C C   →  defined by 

(3.2.25) is contracting operator.  

 Let  we have 
0

1 2 0, [ , ]u u C    and using Lemma 3.2.2 we have the following 

 

1 2

* *

1 1 2 2

| ( )( ) ( )( ) |

| ( [ , ( )] [ , ( )]) ( [ , ( )] [ , ( )]) |

V u V u

p F u F u p F u F u

 

       

− 

− − −
 

( )*

1 2 1 2

*

1 2

| [ , ( )] [ , ( )] | | [ , ( )] [ , ( )] |

2 ( ) || || .

p F u F u F u F u

p F u u

       



 − + −

 −
 



86 
 

 

It follows that 

  

1 2 1 2| ( ) ( ) | ( ) || || .V u V u u u −  −  

 

where   defined by (3.2.35) . Notice that  

 

0( ) 1, ( ) , ( ) 0, 0z z     + = +     

 

Then we can make conclusion that   is increasing function and thus there exists a 

unique 
* 0  such that 

*( ) 1  =  so the operator V becomes a contraction operator of 

mapping. By the fixed point Banach theorem there must exist a unique solution 
0

0[ , ]u C    to integral equation (3.2.19). 

 Now let us analyze the existence of unique solution for (3.2.22). We have to 

show that equation 

 
3( )  =         (3.2.36) 

where  
*

*

[ , ( )]
( ) ( ( ), ) :

( ( ))

p E u
u

KL u

 
    


= =  

 

has a unique solution 
*

0[ , ]   .   

 Lemma 3.2.3. Suppose (3.2.25)-( 3.2.28) hold, then for  all 
*

0[ , ]    we have 

that 

 

1 2( ) ( ) ( )           (3.2.37) 

 

where  1( )   and 2 ( )   are functions defined by 

 
*

2 2

1 0 0

*
2 2 2 2

2 0 0 0

( ) exp ( ) , ,

( ) exp ( ) ( ) , .

m

M M

m M

m M m

p N

KL L

p N N

KL L L

     

       

 
= − −  

 

 
= − − −  

 

 (3.2.38) 

 

which satisfy the following properties 
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*

1 0 1 1 0( ) 0, ( ) 0, ( ) 0, ,
M

p
v v

KL
    =  + =     

 
*

2 0 2 2 0( ) 0, ( ) 0, ( ) 0, .
M

p
v

KL
     =  + =       (3.2.39) 

 

Proof: Inequality references directly to bound (3.2.30) and  using straightforward 

definition (3.2.38) and (3.2.30) we can easily obtain properties 1  and 2 . 

 Lemma 3.2.4. There exists a unique solution 1  to the equation 

 
3

1 0( ) , ,    =      (3.2.40) 

 

and  there exists a unique solution 2 1   to the equation 

 
3

2 0( ) , .    =         (3.2.41) 

 

Proof:   We can prove by using properties of 1  and 2  shown in Lemma 3.2.3. 

 Theorem 3.2.2. Suppose (3.2.26)-( 3.2.29) hold. Consider 1  and 2  

determined from (3.2.40) and (3.2.41) . If  2( ) 1   , where   is defined by (3.2.35), 

then there exists at least one solution 1 2( , )   to the equation (3.2.36). 

 Proof: By hypothesis of Lemma 3.2.3 if 2( ) 1    then we have that the 

inequality (36) holds for each 
*

1 2       and ( ) 1.    As function   is 

continuous decreasing function we obtain that there exists at least one solution 

1 2[ , ]    to the equation (3.2.36). 

 Now we can make conclusion by following main theorem. 

 Theorem 3.2.3. Assume  that (3.2.26)-( 3.2.29) hold and 2( ) 1    where   

defined by (3.2.35) and 2 defined from (3.2.41) then there exist at least one solution 

to the problem (3.2.1)-(3.2.5) where unknown free boundary is given by 

 

( ) 2 , 0,t at t =        (3.2.42) 

 

where   defined from Theorem3.2. 2 and temperature is given by 

 

0( , ) ( ( ) 1), ,mr t u     = +          (3.2.43) 
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where 
2

r

at
 = being similarity substitution and u  is the unique solution of the 

integral equation (3.2.19) which was established in Theorem 3.2. 1.     

 

Particular cases for nonlinear thermal coefficients 

 

In this section we are going to represent solution forms of the problem (3.2.1)- 

 (3.2.5) considering types of nonlinear thermal coefficients. The existence of each 

solution will be proved.   

 

1. Constant thermal coefficients  

 

If we take ( ), ( )c     and ( )  as follows 

 

0 0 0( ) , ( ) , ( )c c      = = =        (3.2.44) 

 

then solution of the problem ( , )u , taking into account that * * 1L N= =  defined by 

(3.2.18), must satisfy the following function 

 

( ) ( ) ( ) ( ) ( )* 2 2 2

0

1 1
( ) exp exp exp erf erfu p       

 

 
= − − − + − 

 
 (3.2.45) 

 

and condition 

 

( ) ( )* 2 2

0

2

exp exp
.

p

K

 




−
=      (3.2.46) 

where 

2
0

* 0

0

2 a

m

P ae
p



 

−

= ,  
2

( )m m

aL
K



  
= . 

 

 To show the existence and uniqueness of solution, it is sufficient to show that 

exists unique value   which satisfy the equation (3.2.46) such that 

 

( )f  =         (3.2.47) 

where 

 

( ) ( )* 2 2

0

2

exp exp
( )

p
f

K

 




−
= . 
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We can easily check that function ( )f   is always decreasing function on interval 

(0, )+  as 
0

lim ( )f



→

=   and   lim ( ) 0f



→+

=  and ( ) 0f    for all positive parameter. 

It implies that equation (3.2.47) has unique solution.  

 

2. Linear thermal coefficients 

 

We assume that density ( )   of the material is constant and specific heat ( )c   and 

thermal conductivity ( )   are linear as follows 

 

0 0 0( ) , ( ) 1 , ( ) 1 .m m

m m

c c
   

        
 

   − −
= = + = +   

   
  (3.2.48) 

 

where 0   and 0  .  

 From (3.2.18) we get  

 
* *( ) 1 , ( ) 1L u u N u u = + = + . 

 

 Let we have 
0

0[ , ]u C     and if we assume that 0 1 = , 2 =  and from 

consumptions (3.2.26) and (3.2.28) taking 1 , 1 2m ML L = + = +  and 

1 , 1 2m MN N = + = +    then we obtain that 
* *,L N  must satisfy the following 

inequality 

 
* *1 ( ) 1 2 , 1 ( ) 1 2L u N u   +   + +   + .      (3.2.49) 

 

Then solution (3.2.19) and condition (3.2.22) becomes 

 

*
2

0

1 1 (1 2 ) 1 2 1 2
( ) exp erf

1 2 1 2 1 2 1 2

p
u

   
  

     

   + + +
= − +   

+ + + +   

 

 

2

0

(1 2 ) 1 2 1 2
exp erf

1 2 1 2 1 2

   
 

  

  + + +
−   

+ + +   

  (3.2.50) 

 

 

* 2 2

02

1 1 2 1 2 1 2
exp exp

1 2 1 2 1 2

(1 2 )

p

K

  
  

   




    + + +
− −    

+ + +     =
+

 (3.2.51) 
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To prove existence and uniqueness of the solution, it is enough to show that there 

is unique solution of the equation 

 

( )g  =            (3.2.52) 

where  

* 2 2

02

1 1 2 1 2 1 2
exp exp

1 2 1 2 1 2
( ) .

(1 2 )

p

g
K

  
  

   




    + + +
− −    

+ + +    =
+

 

 

It is easy to check that ( )g   is decreasing function on interval (0, )+  such that 

0
lim ( )g



→

=   and lim ( ) 0g



→+

=  and ( ) 0, 0g      . It follows that equation 

(3.2.52) has unique solution. 

 

Conclusion  

 

We have studied one-phase spherical Stefan problem with heat flux entering to 

electrical contact material through electrical arc and temperature in liquid metal zone 

and free boundary on melting interface are determined. Existence and uniqueness of 

the similarity solution imposing Neumann condition at the given left free boundary. 

We have represented solution forms to the particular cases when nonlinear thermal 

coefficients are constant or linear and for each cases existence and uniqueness of the 

solution is proved. 

 

3.3 Two-phase spherical Stefan problem with non-linear thermal 

conductivity 

 

In Stefan problem with nonlinear thermal coefficients it is an important to draw 

the attention to the temperature dependence of specific heat and thermal conductivity 

to find the temperature distribution between the melting and boiling isotherms [22]. 

One-dimensional Stefan problem with thermal coefficient at fixed face is considered 

in papers [31]- [34]. 

The process of closure of electrical contacts is accompanied by the explosion of 

a micro-asperity at the attaching point, the ignition of the electrical arc and the 

formation of three zones, metallic vapor zone, liquid and solid zones, which start to 

move simultaneously. The temperature fields in all zones can be described by the heat 

equation. For the vapor zone we have 

 

21 1

1 1 1 1 1 12

1
( ) ( ) ( ) , 0 ( ), 0,

T T
c T T T r r t t

t r r r
  

   
=       

 (3.3.1) 
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for the liquid zone 

 

22 2

2 2 2 2 2 22

1
( ) ( ) ( ) , ( ) ( ), 0,

T T
c T T T r t r t t

t r r r
   

   
=       

     (3.3.2) 

 

and for the solid zone 

 

23 3

3 3 3 3 3 32

1
( ) ( ) ( ) , ( ) , 0,

T T
c T T T r t r t

t r r r
  

   
=        

  (3.3.3) 

 

At initial time the vapor and liquid zones collapse into the point 

 
0 0 0 = =( ) ( )  

 

and the initial conditions for the temperatures are 

 

1 2 3 0
(0,0) (0,0) ( ,0)T T T r T const= = = =   (3.3.4) 

 

The arc heat source with the temperature of metallic vapor ionization  
i

T  which is 

placed at the point 0r =  is 

 

1
(0, )

i
T t T=      (3.3.5) 

 

Finally, the Stefan conditions should be written on the surfaces of the phase 

transformations 

 

2 2
( ( ), ) ( ( ), ) ,

b
T t t T t t T = =        (3.3.6) 

 

 

1 2

1 2 1

( ( ), ) ( ( ), )
( ) ( ) ( ) ,

b b b b

T t t T t t d
T T L T

r r dt

  
  

 
− = − +

 
    (3.3.7) 

 

 

2 3
( ( ), ) ( ( ), ) ,

m
T t t T t t T = =     (3.3.8) 

 

 

2 3

2 3 2

( ( ), ) ( ( ), )
( ) ( ) ( ) ,

m m m m

T t t T t t d
T T L T

r r dt

  
  

 
− = − +

 
        (3.3.9) 

 

where  
1
( , )T r t - temperature of vapor zone, 

2
( , )T r t  - temperature of liquid zone and 

3
( , )T r t - temperature of solid zone. ( ), ( )

i i
c T T  and ( )

i
T  are material's density, 
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specific heat and thermal conductivity. ,
b m

T T  - are boiling and melting temperature, 

( ), ( )t t   - free boundaries. 

 If the value of the heat flux entering into the solid zone from the liquid zone is 

small in comparison with the value of the heat flux consumed for the phase 

transformation of the solid into the liquid the conditions (3.3.8)-(3.3.9) transform into 

the one-phase conditions 

 

2
( ( ), ) ,

m
T t t T =         (3.3.10) 

 

2

2 2

( ( ), )
( ) ( ) ,

m m m

T t t d
T L T

r dt

 
 


− =


    (3.3.11) 

 

while the temperature of the solid zone remains the same value  like at the initial time 

0
T  , and the equation (3.3.3) should be omitted. 

 Thus, the final version of the problem includes equations (3.3.1)-(3.3.2), (3.3.4)-

(3.3.7), (3.3.10)-(3.3.11). It should be noted that the problem is a classical Stefan 

problem without fitting conditions (3.3.4) and (3.3.5) which was introduced and 

considered by Stefan, Lame and Clapeyron. 

 

Similarity solution of the problem 

 

To solve the problem (3.3.1)-(3.3.11) we use the substitution  

 

( , )
( , ) m

b m

T r t T
r t

T T


−
=

−
 

and get the following problem 

 

21 1

1 1 1 1 1 12

1
( ) ( ) ( ) , 0 ( ), 0,c r r t t

t r r r

 
     

   
=       

   (3.3.12) 

 

22 2

2 2 2 2 2 22

1
( ) ( ) ( ) , ( ) ( ), 0,c r t r t t

t r r r

 
      

   
=       

  (3.3.13) 

 

1 2 0
(0,0) (0,0) , (0) (0) 0,const    = = = = =     (3.3.14) 

 

1
(0, )

i
t =        (3.3.15) 

 

2 2
( ( ), ) ( ( ), ) 1,t t t t   = =      (3.3.16) 

 

1 2

1 2 1

( ( ), ) ( ( ), )
( ) ( ) ( ) ,

b b b b

t t t t d
L

r r dt

    
     

 
− = − +

 
  (3.3.17) 
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2
( ( ), ) 0,t t  =       (3.3.18) 

 

2

2 2

( ( ), )
( ) ( ) ,

m m m

t t d
L

r dt

  
   


− =


        (3.3.19) 

 

Now we focus on to obtain similarity solution to problem (3.3.12)-(3.3.19). Using the 

similarity principle, we introduce the solution in the following form  

 

0

( , ) ( ), , 1,2.
2

i i

r
r t u i

t
  


= = =     (3.3.20) 

and free boundaries in the form 

  

                                                 
0

( )t t =  and 
0

( )t t =  

 

Then we obtain the following free boundary problem with non-linear ordinary 

differential equations 

 

2 2 3

1 1 0 1 1

1
[ ( ) ']' 2 ( ) ' 0, 0 ,

2
L u u N u u   + =     (3.3.21) 

 

2 2 3 0

2 2 0 2 2

0

1
[ ( ) ']' 2 ( ) ' 0, ,

2 2
L u u N u u


   


+ =        (3.3.22) 

 

1
(0) ,

i
u u=          (3.3.23) 

 

1 2
(1 / 2) (1 / 2) 1,u u= =               (3.3.24) 

 

21 2

1 2 0

(1/ 2) (1/ 2)
,

m m

du du
L

d d
   

 
− = − +           (3.3.25) 

 

2 0 0
( / 2 , ) 0,u t  =           (3.3.26) 

 

1 0 0

2 0 0

( / 2 )
.

m m

du
L

d

 
   


− =           (3.3.27) 

 

where 

 

1
( ) (( ) ), ( ) (( ) ) (( ) ), 1,2.

i b m i m i i b m i m i b m i m
L u T T u T N u c T T u T T T u T i = − + = − + − + =  
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To solve the non-linear ordinary differential equation 
2 2 3

0
[ ( ) ']' 2 ( ) ' 0, 1,2

i i i i
L u u N u u i  + = =  we use substitution  

 
2( ) ' ( )

i i i
L u u v =          (3.3.28) 

 

and we have the following equation 

 

'( ) ( , ) ( ) 0,
i i i

v P u v  + =                        (3.3.29) 

 

where 

2

0
2 ( )

( , )
( )

i

i

i

N u
P u

L u

 
 = .  By solving equation (3.3.29) for 1,2i =  we have the 

solutions  

 

2 1

1 1 0

0 1

( ( ))
( ) (0)exp 2 ,

( ( ))

N u
v v d

L u




   


 
= − 

 
     (3.3.30) 

 

2 2

2 2 0

1/2 2

( ( ))
( ) (1 / 2)exp 2 ,

( ( ))

N u
v v d

L u




   


 
= − 

 
    (3.3.31) 

 

By making substitution (3.3.30) and (3.3.31) to (3.3.28) and using the conditions 

(3.3.23)-(3.3.24) and (3.3.26) we have the following solutions 

 

1 1 1 1 1
( ) 1 [1 / 2, (1), (1)] [ , ( ), ( )],u L N L u N u = − +   (3.3.32) 

 

where 
1
[1 / 2, (1), (1)] 1

i
L N u = −   and 

 

  
2 2 2

2

2 0 0

[ , ( ), ( )]
( ) 1

[ / 2 , (0), (0)]

L u N u
u

L N




 


= −


    (3.3.33) 

where   

 

1 1

1 1 1 1 2

0 1

[ , ]
[ , ( ), ( )] (0) ,

( ( ))

E u
L u N u v d

L u




 
 

 =   

 

2 2

2 2 2 2 2

1/2 2

[ , ]
[ , ( ), ( )] (1 / 2) ,

( ( ))

E u
L u N u v d

L u




 
 

 =   

 

2 1

1 1 0

0 1

( )
[ , ] exp 2 ,

( )

N u
E u d

L u



   
 

= − 
 

  
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2 2

2 2 0

1/2 2

( )
[ , ] exp 2 ,

( )

N u
E u d

L u



   
 

= − 
 

  

 

The equations (3.3.32) and (3.3.33) satisfy the problem (3.3.21)-(3.3.27). From 

Stefan's condition (3.3.25) and (3.3.27) we obtain 

 

22 2

1 1

2 0 0

4 (1/ 2) [1/ 2,1]
4 (0) [1/ 2,1] ,

[ / 2 , (0), (0)]
b b

v E
v E L

L N
 

 
− = +


   (3.3.34) 

 

30 2 2 0 0

0

2 0 0

4 (1/ 2) [ / 2 ,0]
.

[ / 2 , (0), (0)]
m m

v E
L

L N

  
 

 
=


      (3.3.35) 

 

The coefficient of free boundaries ( )t  and ( )t  can be founded from expression 

(3.3.34)-(3.3.35). In next section we will prove the existence of similarity solutions 

(3.3.32) and (3.3.33). 

 

Existence of similarity solution of the problem.   

 

To prove existence of solution of the non-linear integral equations (3.3.32) and 

(3.3.33) we use the fixed point theorem. We suppose that there exists constants 

, ,
m M m

L L N  and 
M

N  which satisfy the inequalities 

 

( ) , ( ) .
m M m M

L L T L N N T N        (3.3.36) 

 

We consider that thermal conductivity and specific heat are Lipchitz functions and 

satisfy the following inequality 

 

| ( ) ( ) | || ||h f h g h f g−  −    (3.3.37) 

 

by contraction mapping to ordinary differential equation. Let denote 

[ , ] [ , ( ), ( )], 1,2
i i i

u L u N u i   =  for convenient proving. Before proving existence 

of unique solution of similarity solutions (3.3.32)-(3.3.33) we must consider the 

following lemmas. 

 

Lemma 3.3.1.  If  for any positive   (3.3.36) and (3.3.37) hold, then the following 

inequalities 

 

1. 
2 2

2 20 0

1 1
exp [ , ] expM m

m M

N N
E u

L L

 
  

   
−   −   

  
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2. 
2 2

2 20 0

2 2

1 1
exp ( ) [ , ] exp ( )

4 4

M m

m M

N N
E u

L L

 
  

   
− −   − −   

  
 

 
hold for 0  . 

Proof.  For the second inequality we have the following prove 

 

2 2 2

2 2 0 0

1/2

1
[ , ] exp 2 exp 2 ( )

4

m m

M M

N N
E u sds

L L



   
   

 − = − −   
  

  

 

The first inequality can be proved similarly.                

 

Lemma 3.3.2. If (3.3.36)-(3.3.37) hold, then 

1. For 
1

0
2

   we have 

 

1 1

0 1 1 0

0 0

(0) (0)
[ , ]

2 2

m MM m

m MM M m m

v L v LN N
erf u erf

L LL N L N

 
    

 

   
     

  

 

 

2. For 
0

0

1

2 2





   we have 

 

2

2 0 0 00
(1 / 2)

exp
4 2

M M MM

m mM m m

v N N NN
erf erf

L LL L L

   
 

     
−       

    

 

2 2 2

0 0

1 1

0 0

2

2 0 0 00

2 2 2

0 0

0 0

2
exp exp [ , ]

4

(1 / 2)
exp

4 2

2
exp exp

4

m mM M

m mM M

m m mm

M Mm M M

M Mm m

M Mm m

L LN N
u

L LN N

v N N NN
erf erf

L LL L L

L LN N

L LN N

  


  

   
 

  

  

   
− − + −     

   

     
 −        

     

   
− − + −    

   

 

 

Proof. By using Lemma 3.3.1 let's try to prove the second inequality 

 
2

22 0

2 2 2

1/2

(1 / 2) 1 1
[ , ] exp ( )

4

m

m M

v N
u d

L L




  


 
  − − 

 
  
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2 2

0

2

2 0

2

1/2

exp
(1/ 2)

exp
4

m

Mm

m M

N

Lv N
d

L L



 






 
− 

   =  
 

  

After making substitution 
0

m

M

N
t

L
 =  and solving this integral we finished 

proving of the first inequality. The first is proved analogously.                          

 

Lemma 3.3.3. If (3.3.36)-(3.3.37) inequalities are hold then 

1. For all 
* 0

1 1

1
, [0, ]

2
u u C  we have 

 
2

2 *0

1 1 1 1 1 1
| [ , ] [ , *] | || || .M

m m

N L
E u E u N u u

L L


  

 
−  + − 

 
 

 

2. For all 
* 0 0

2 2

0

1
, [ , ]

2 2
u u C




  we have 

 
2

2 *0

2 2 2 2 2 2

1
| [ , ] [ , *] | ( ) || || .

4

M

m m

N L
E u E u N u u

L L


  

 
−  − + − 

 
 

 

Proof.  For the second inequality we have 

 

2 22 2

2 2 2 2 0 0

1/2 1/22 2

( ) ( *)
| [ , ] [ , *] | exp 2 exp 2

( ) ( *)

N u N u
E u E u s ds s ds

L u L u

 

   
   

−  − − −   
   

   

 

by using | exp( ) exp( ) | | |x y x y− − −  −  we get 

 

2 2 2

2 2 2 2 0

1/2 1/22 2

2

2 2 2 0

0 2 2

1/2 1/22 2

( ) ( *)
| [ , ] [ , *] | 2

( ) ( *)

( ) ( *)
2 || * ||

( ) ( *)

M

m M

N u N u
E u E u s ds s ds

L u L u

N u N u N L
sds N u u sds

L u L u L L

 

 

  




−  −

 
 −  + − 

 

 

 

 

2

20

2 2

1
( ) || * || .

4

M

m M

N L
N u u

L L




 
= − + − 

 
 

 

The first inequality proved analogously as the second.                  

 

Lemma 3.3.4. If (3.3.36)-(3.3.37) hold then 
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1. For all 
* 0

1 1
, [0,1 / 2]u u C  and 

1
0

2
   we get 

1 1 1 1
| [ , ] [ , *] |u u  −   as 

integral defined for 
1 1
[ , ]u  is divergent at 0 = . 

2. For all 
* 0 0

1 1

0

1
, [ , ]

2 2
u u C




  and 

0

0

1

2 2





   we get 

 

2

2 2 2 2 2 22

2

0

| (1 / 2) |
| [ , ] [ , *] | || * ||

1 1
1 2 .

4

m

M

m

v
u u u u

L

N L
N L

L

 

 
 

 −  −

     
 + + − + −     

     

 

 

Proof.  By using Lemma 3.3.2 and Lemma 3.3.3 for second inequality we obtain 

 

2 2 2 2 1 2
| [ , ] [ , *] | ( ) ( ),u u T T    −  +  

 

where 

 

2 2 2 2 2

1 2

1/2

2

2 0

2 2

| (1 / 2) | | [ , ] [ , *]
( )

| (1 / 2) | 1
|| * || 1

4

m

M

m m

v E u E u
T ds

L s

v N L
N u u

L L


 








−


   
= + − + −   

  


 

 

and 

2 2 2 2

2 2 22 2

1/2 1/2 2 2

2 2

2 2 2 22 2 2

1/2

1 1

( ) ( *) | ( *) ( ) |
( ) | (1 / 2) | | (1 / 2) |

| ( ) ( *) |

| (1 / 2) | | (1 / 2) | 1
|| * || || * || 2 .

m m

L u L u L u L u
T v ds v ds

s s L u L u

v L ds v L
u u u u

L s L

 







−
−

 

 
= − = − − 

 

 



 

 

By making summation we can prove the second inequality. The first has analogous 

proof. Now we try to prove theorem about existence of unique solution of integral 

equation (3.3.26).                                                                                                                     

Theorem 3.3.1. Let 
0

  be a given positive real number and suppose that 

(3.3.36)-(3.3.37) holds. If 
0

 satisfies the following inequality 
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2

3/2 0

1 0

0 2 22

20

0 2 0

2 exp ( )
4

( ) : || * ||

exp [ ( )]
2

m

M m

M

M

m M

m

N
L N

L
u u

N
L N

L


 

 


  

 
 
 = −

 
 
 

 

2

0 0

0 0

1 1
1 2 1

4

M

m

N L
N L

L
 

 

     
 + + − + −      

     
 

where 

 

0 0

1 0

2 2 2

0 0

0 0

( )
2

2
exp exp

4

m m

MM

M Mm m

M Mm m

N N
erf erf

LL

L LN N

L LN N

  
   

  

  

   
= −   

   
   

   
− − + −   

   

 

 

                
0 0

2 0
( )

2

M M

mm

N N
erf erf

LL

  
   

   
= −     
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2 2 2

0 0

0 0

2
exp exp

4

m mM M

m mM M

L LN N

L LN N

  

  

   
− − + −   

   
 

 

then there exists unique solution 
0

2 0
[1 / 2, ]u C   of the integral equation (3.3.33). 

 

Proof. We have operator 
0 0

0 0
: [1 / 2, ] [1 / 2, ]W C C →  which can be defined as 

 

2 2

2

2 0 2

[ , ( )]
( ( )) 1

[ , ( )]

L u
W u

L u







= −


 

 

the solution to the equation (3.2.33) is the fixed point of the operator W , that is 

 

2 2 0

1
( ( )) ( ), .

2
W u u   =    

 

We suppose that 
0

2 2 0
, * [1 / 2, ]u u C   then by using Lemmas 2 - 4 we get  

 

0

0

2 2 2 2
[1/2, ]

2 2 2 0 2 2 0 2 2 2 2 0 2 2 0 2
[1/2, ]

|| ( ) ( *) || | ( ( )) ( * ( )) |

| ( [ , *] [ , ] [ , *] [ , ]) / ( [ , ] [ , *]) |

W u W u Max W u W u

Max u u u u u u

 

 

 

     





− = −

   −   
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0

0

2 2 2 0 2 2 0 2 2 2
[1/2, ]

2 2 2 0 2 2 0 2
[1/2, ]

2 0 2 2 2 2 2

| [ , *] [ , ] [ , *] [ , ] |

(| ( [ , *] || [ , ] [ , *] |

| [ , *] || [ , *] [ , ] |)

A Max u u u u

A Max u u u

u u u

 

 

   

  

  





   − 

   −

+   −

 

where 

2

2

2 2 20

2 0 0

0.

( (1 / 2)) exp [ ( )]
2

M m

M

M

m

L L
A

N
v N

L


  

= 
 
 
 

 

 

Finally, from Lemma 3.3.3 and3.3. 4 we have that 

 

2 2 0 2 2
| ( ) ( *) | ( ) || * || .W u W u u u −  −  

 

We can see that W is contraction operator and if inequality (3.3.38) holds then there 

exists unique solution for integral equation (3.3.33). Existence of unique solution for 

integral equation (3.3.32) also can be proved analogously as Theorem 3.3.1.               

 

3.4 The mathematical model of a short arc at the blow-off repulsion of 

electrical contacts during the transition from metallic phase to gaseous phase. 

 

    Mathematical modeling of the electrical arc is very important to understand its 

dynamics and to estimate arc parameters because experimental methods give as a rule 

only the resulting information about arcing and arc erosion because of a fleeting 

process. General models describing phenomena in the arc plasma are based on the 

systems of partial differential equations of the magneto-hydrodynamics (MHD) [35] – 

[39]. These models are too complicated for the practical investigation of the arc 

dynamics in electrical contacts. The non-stationary model presented in the paper [40] 

describes temperature and electromagnetic fields in a short electrical arc taking into 

account near-electrode phenomena. However, its application is also not so simple.  

    The arc appearing at blow-open contact repulsion has specific particular qualities 

conditioned by the electromagnetic and metallic vapor pressure. The non-stationary 

model of the dynamics of repulsion is presented in the paper [41]. It was found that the 

metallic vapor pressure plays a very important role in the process of the repulsion. 

However, this model has two drawbacks. Firstly, in this model there was no heat 

equation for the arc, and secondly, all the coefficients appearing in the model, such as 

thermal and electrical conductivities, heat sources, heat capacitance etc. were assumed 

constant. However, for a high current the temperature dependence of all these 

coefficients is very essential, thus this model should be corrected, and this idea is the 

main aim of this paper. 

 

Mathematical model  

 

At the initial stage of the blow-off repulsion, when the arc is burning in the metal-

dominated phase with following transition to the gas-dominated phase, it can be 
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considered as a short arc, i.e. the occupied by the arc domain AD  has the form of a thin 

disk which radius ( )Ar r t= is much greater than the thickness ( )h h t= (Figure 16). 

The equation for the temperature field of the arc ( ),A r t can be written in the 

form 

             21
( ) ( ) ( ) ( ) ( , )

( )

A A
A A A A A A r A

A

j
c r W P r t

t r r r

 
     

 

   
= + − − 

   

  (3.4.1) 

Here ( ),  ( ),  ( ),  ( )
A A A A A A A A

c          are the coefficients of the arc heat capacity, 

density, thermal and electrical conductivity correspondingly, 2

( )

( )A

I t
j

r t
=  is the arc 

current density,   ( )r AW   and ( , )P r t  are the volumetric arc power radiation and power 

losses due to the arc heat conduction into contacts. 

The temperature dependence of the coefficients [41] is presented in Figure 17 

and Figure 18. 

The metallic arc phase continues up to the time git t= ,when the temperature 

maximum at the center of the arc disk reaches the value of the gas  ionization 

(approximately about 07000 K   

 

                                  (0, )A gi git =                          (3.4.2) 

 

Thus, for the equation (3.4.1) we consider the domain 

 

                 : 0 ,     0 ( )A gi AD t t r r t               (3.4.3) 

 

for the temperature range 

 

                          ( , )mi A gir t                         (3.4.4) 

 

where mi  is the temperature of the metallic vapor ionization (approximately about 
05000 K ). 

As can be seen from Figure 7, the arc radiation ( )r AW   can be neglected in the 

temperature range (3.4.4) and we should take into account only the power losses ( , )P r t  

due to the arc heat conduction into the zone of metallic vapour 1D  via the zone of the 

ideal thermal and electrical conductivity 0D   introduced by R. Holm [14].  This loss can 

be calculated using the formula  

 

1 1

( )

2
( , )

( )
Ar r t

P r t
h t r

 

=


= −


           (3.4.5) 
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It was shown in the paper [6] that the contact gap, i.e. the arc disk thickness ( )h t

, increases in the initial stage of the metallic arc phase at the blow-off repulsion due to 

 

 

 

 

 

 

 

 

 

 

Figure 16 - The axial contact cross-section of the spherical domains. AD - the disk 

occupied by the arc, 0D  - the Holm sphere of  the ideal conductivity, 1D  - the sphere of 

metallic vapours,  2D  - the sphere of liquid metal, ( )r t - the solid zone. 

 

the summary action of electromagnetic and vapor forces according to the expression 

 

                               0( ) th t h=                            (3.4.6)  

where the constant  0h  depends on the current amplitude 0I . 

For the considered time interval 0 igt t   it is possible to approximate the 

alternative current  0( ) sinI t I t=  by the expression 

 

                              ( )I t k t=                              (3.4.7) 

where 

                                
( )0 sin ig

ig

I t
k

t


=                          (3.4.8) 

 

Substituting the expressions (3.4.5) – (3.4.8) into the equation (3.4.1) we get 

 

( )2
11

2 4

0

( ),1 2
( ) ( ) ( ) ,

( ) ( )

AA A b
A A A A A A

A A

r t tk t
c r

t r r r r t rh t

  
    

  

   
= + − 

    
(3.4.9) 

 

𝑟𝐴(𝑡ሻ 

( )t

( )t

𝐷0 𝐷1 𝐷2 𝐷𝐴  

𝜃𝐴  𝜃1 𝜃2 

𝐷3 

𝜃3 



103 
 

 

 

 

 

 

 

 

 

 

Figure 17 - Temperature dependence of the thermal and electrical conductivity and 

radiation losses for the arc burning in air 
1 13

) ( / ),   (10 mW mK  − −
  and 

9 3
(10  / )rW W m . 

  

Domain for the temperature A  is 

 

: 0 ( ),    0A A jgD r r t t t     

 

where 

 
( )( ) ( )1 1 1 1( )b A mir t    = =  

 

At the initial time the domain 
AD  collapses into a point, (0) 0Ar r= =  where the 

temperature should be equal to the threshold of metal ionization temperature
mi : 

 

                (0,0)A mi =                                            (3.4.10) 

 

This temperature remains the same value on the boundary of the disk for 0t  : 

  

                      ( ( ),0)A A mir t =                          (3.4.11) 

 

The arc heat flux passes through the sphere of ideal conductivity
0D  without any power 

losses and enters into vapor zone 
1D  through the spherical surface ( )Ar r t=   which 

temperature is the same like (3.4.11): 

 

1( ( ),0)A mir t =                                 (3.4.12) 
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Figure 18 - Temperature dependence of   and c  for the arc burning in air 

 

                            

The phenomena occurring in the vapor zone are too complicated for mathematical 

modeling in the frame of our approach, thus let us consider this zone as the thermal 

resistivity between the arc zone 
AD  and the liquid zone

2D with a linearly decreasing 

temperature 

 

 ( ) ( )1

( )
, , ( ) ( ).

( ) ( )

A
mi mi b A

A

r r t
r t r t r t

t r t
    



−
= − −  

−
    (3.4.13) 

          

The temperature fields of the liquid zone 
2D   and the solid zone

3D  satisfy the heat 

equations 

 

2

2

1
( ) ( ) ( )

       2      ( ) ( )

       3      ( )

i i
i i i i i ic r

t r r r

i t r t

i t r

 
    

 



   
=  

   

= →  

= →   

     (3.4.14) 

           

The Stefan conditions hold on the interfaces of the phase transformations: 
 

( )2 2 3
( ),        ( ( ), ) ( ( ), )

b m
t t t t t t       = = =  

 

( )2
( ),

b b b

t t d
L

r dt

  
 


− =


 

 

 

                                                                    (3.4.15) 
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 
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Here ,
b m

L L  are specific heats of evaporation and melting, 

 

                        2

3

( ),         

( )         ,

( )         

( ),   ( ) 

b b

m

m

b b m m

for liquid

for solid

  

  

  

     

=

=

=

= =

 

 

The last boundary condition for the solid zone is 

 

                                      
3( , ) 0t  =                      (3.4.16) 

 

At the initial time all zones collapse into a point: 

 

                 (0) (0) (0) 0Ar  = = =         (3.4.17) 

 

The solution of the above-formulated problem can be found using the similarity 

principle (See Appendix 2). 

 

Numerical solution 

The arc temperature at the transition from metallic phase to the gaseous stage, 

which changes in the range 0 0
4000 7000C C− , was calculated for the parameters of the 

blow-off repulsion presented in the paper [40], [41], which are shown in Figure 1 (in 

Appendix 3).  

The metallic and transition stages last from 0 to 4 ms (AB C zone). During this 

stage the temperature increases up to 05000 K , and  the function ( )M T in the expressions 

(3.4.32) and (3.4.37), which is the quantity inverse to the thermal diffusivity of the air) 

decreases more than twice, as can be seen from Figure 2 and Figure 3 (in Appendix 3).  

The results of the numerical solution of the problem (3.4.21) – (3.4.29) is 

presented in the Figure 3 (in Appendix 3).  

One can see that presented in this paper non-linear model gives better 

approximation to the experimental data in the considered transition time interval then 

the linear model, however outside this interval it cannot be applied. The results of 

calculation of the radii of zones indicated in Figure 10 are shown in Figure 4 (in 

Appendix 3). Thus, the average value of the arc radius at the transition arc stage is 

equal approximately  
5

1.5 10 m
−

 , that in a good agreement with experimental data [43]. 
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CONCLUSION 

Heat polynomials are constructed to solve spherical and special functions are 

constructed to solve cylindrical and generalized heat equation problems with phase 

transitions of the Stefan type. By analogy with the one-dimensional case, the generating 

function, associated functions orthogonal to heat polynomials are introduced, and 

criteria for the convergence of series in heat polynomials is considered.  

The mathematical apparatus that will be used to study the problems of heat and 

mass transfer with phase transitions is based on the representation of the solution in the 

form of linear combinations or series in heat polynomials, which a priori satisfy the 

differential equation. The main solution method is based on the approximation of 

boundary and initial functions by linear combinations of heat polynomials in the form 

of series or finite sums. If the approximate solution is constructed in the form of a finite 

sum of heat polynomials and the boundary conditions are also approximated by similar 

polynomials with a certain error, then the solution error will not be higher than the 

same error in accordance with the maximum principle. The fundamental difficulty in 

the practical implementation of this method consists in obtaining recurrent formulas 

for determining the unknown coefficients in the formulas for the temperature and the 

free boundary of the phase transition. 

A critical moment in the development of the method of heat polynomials is the 

proof of the convergence of the series obtained. In this work convergence of series 

which written by linear combination of special functions Laguerre polynomials and 

congruent hypergeometric functions and heat polynomials is proved. In the one-

dimensional case, as well as for the generalized heat equation, we must obtain 

conditions imposed on the boundary functions, which guarantee the convergence of the 

series representing the solution of the problem. One of the possible problems in 

constructing a solution for unbounded domains can be the problem of satisfying the 

solution to the condition at infinity. To overcome it, it is proposed to include in the 

structure of the solution, along with heat polynomials, other special functions, in 

particular, integral functions of errors. 

The main obtained results are the following: 

First result: One-phase spherical inverse Stefan problem is solved by using heat 

polynomials method. Two approximation methods (variational method and collocation 

method) are compared and conclusion is that variational method gives best 

approximation heat flux in this problem [44]. 

Second result: Two-phase direct Stefan problem is solved. Mathematical model is 

considered in generalized heat equation. The method special function (Laguerre 

polynomial and congruent hypergeometric function) is represented and shown that this 

is effective method. Convergence of series is proved [45]. Mathematical model two-

phase cylindrical direct problem is constructed and solved by linear combination 

special functions and convergence is proved [46]. Exact solution of two-phase 

spherical Stefan problem is obtained by using linear combination of integral error 

function and radial heat polynomials. Numerical result is found and analysed that radial 

heat polynomials is also effective method [47]. 

Third result: One-phase spherical Stefan problem with temperature dependence 
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coefficients is considered. Effectiveness of similarity principle is shown that we can 

reduce our problem to ordinary second order nonlinear differential equation problem 

[48], [49],[51]. 

Fourth result: Similarity solution of the problem is considered where we can 

obtain nonlinear model of the problem and one can see that presented in this work non-

linear model gives better approximation to the experimental data in the considered 

transition time interval then the linear model, however outside this interval it cannot be 

applied.  

In the last section of dissertation, spherical Stefan problem is considered with 

temperature dependence coefficients which arising in electrical contact processes. The 

main three notes are taken: 1. The non-linear mathematical model of a short arc 

temperature at its transition from metallic to gaseous stages describes the dynamics of 

the blow-off repulsion of electrical contacts in a good agreement with experimental 

data; 2. The dynamics of increase of the radii of interfaces between zones of the phase 

transformations can be described by the self-similar law; 3. Generalizing of this model 

for the gaseous arc stage is possible by the replacement of the one-dimensional model 

of the arc disc for the two-dimensional model of the arc cylinder [50].  
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APPENDIX 

Appendix 1. Temperature dependence of the coefficients for the arc burning in 

nitrogen 

 

Temp

e-

rature 

        
0, K   

Density 
2, /kg m  

Viscosit

y 
/g m s  

Radiati

on 
3

3

,10

/

rW

W sm
 

Enthalp

y 
/J g  

Heat 

conductivi

ty 

/W m K  

Heat 

capacit

y 
/J kg K  

Electric

al 

conduct

ivity 
1 1m− −   

300 1.1400 0.0179 0 311 0.026 1050 0 

500 0.6340 0.0257 0 526 0.039 1100 0 

1000 0.3420 0.0400 0 1091 0.065 1160 0 

1500 0.2280 0.0506 0 1686 0.094 1220 0 

2000 0.1710 0.0694 0 2316 0.126 1300 0 

2500 0.1370 0.0810 0 2976 0.152 1340 0 

3000 0.1130 0.0920 0 3656 0.180 1380 0 

3500 0.0978 0.1040 0 4355 0.210 1415 0 

3700 0.0924 0.1090 0 4641 0.226 1450 0 

4000 0.0853 0.1160 0 5090 0.255 1540 0 

4500 0.0755 0.1270 0 5942 0.369 1870 0 

5000 0.0668 0.1380 0 7085 0.657 2700 0 

5500 0.0575 0.1520 0 8960 1.278 4800 2 

5700 0.0541 0.1580 0 10080 1.645 6400 6 

6000 0.0495 0.1680 0 12352 2.550 8750 14 

6500 0.0419 0.1810 0 17890 4.500 13400 50 

7000 0.0335 0.1950 0 25590 5.160 17400 179 

7500 0.0273 0.2080 0.001 34257 4.525 16700 590 

7700 0.0253 0.2120 0.002 37377 4.000 14500 700 

8000 0.0233 0.2170 0.005 41315 3.130 11750 915 

8500 0.0210 0.2270 0.010 46377 2.200 8500 1550 

9000 0.0192 0.2330 0.025 49685 1.730 5450 2010 

9500 0.0180 0.2390 0.060 52470 1.575 5050 2550 

10000 0.0167 0.2430 0.100 55083 1.525 5470 3030 

10500 0.0156 0.2420 0.240 58063 1.620 6450 3500 

11000 0.0144 0.2370 0.420 61763 2.050 8350 4000 

12000 0.0123 0.2100 1.000 72213 2.850 12550 4950 

13000 0.0102 0.1720 2.150 87343 3.720 17710 5860 

14000 0.0085 0.1170 3.800 107248 4.330 22100 6720 

14500 0.0077 0.0940 4.700 118423 4.420 22600 7150 

15000 0.0071 0.0760 5.650 129635 4.370 22250 7500 

15500 0.0066 0.0610 6.650 140473 4.170 21100 7910 

16000 0.0060 0.0490 7.400 150473 3.875 18900 8180 
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17000 0.0053 0.0330 8.550 166573 3.325 13300 8800 

18000 0.0049 0.0250 9.200 177948 2.975 9450 9410 

19000 0.0045 0.0210 9.460 186273 2.850 7200 9960 

20000 0.0043 0.0180 9.260 191891 2.900 5950 10500 

21000 0.0040 0.0170 8.650 197403 3.070 5500 11030 

22000 0.0038 0.0170 8.050 203203 3.270 6100 11500 

23000 0.0036 0.0170 7.680 210003 3.525 7500 11960 

24000 0.0034 0.0160 7.550 218928 3.825 10350 12260 

26000 0.0030 0.0150 8.250 248478 4.400 19200 12350 

28000 0.0026 0.0130 9.800 296478 5.000 28800 12160 

 

Appendix 2. Solution of the problem 

 

According to the similarity principle we represent the solution in the form 

 

( , ) ( ),  ( , ) ( ),   1,2 A A i ir t u r t u i   = = =       (1) 

 

where 

 

2

r

a t
 = ,  0 0 ( ) ,    ( ) ,    ( ) .Ar t a t t t t t   = = =  

 

Then we get 

 

2

2

1
,     

2

1 1 ( )
( ) [ ( ) ( ) ( ) ( ) ( )]

4

A A

A A

A A A A A

du

t t d

u
r u u u u u u

r r r a t






 
     




= −



     = +  +   

  (2) 

 

2 2

2 2

1 1 2 ( )
 ( ) [ ( ) ( ) ( ) ( ) ( )]

4

i i

i i i i i i

u
r u u u u u

r r r a t

 
      



     = +  +   
     (3)     

                                                                            

and the equation (3.3.9) takes the form 

 

( ) ( )

( )
( ) ( )

( )

2

2
2

2 2

( ) ( )

4
2 ( ) ,      0 1 / 2

A A A A A A

A A

A A A A A

A A

u u u u

u k
a c u u u

a u

   


   

  

  +

 
+ + +   

 

 (4) 

 

Similarly, the equations (3.3.14) can be written in the form 
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( ) ( )
( )

( ) ( )2

0 0

0

( ) ( ) 2 ( ) 0

      2      
2 2

      3      
2

i i

I i i i i i i i i i i

u
u u u u ac u u u

i
a a

i
a


      



 





 
   + + + = 

 

= →  

= →   

  (5) 

 

Thus, the problem is reduced to the solution of the ordinary differential equations (4), 

(5). The boundary conditions (3.4.12), (3.4.15) for these substitutions transform into 

expressions  

                              

                           (0) 0Au  =                                      (6) 

 

                            (1 / 2)A miu =                                   (7) 

 

                             
2 0( / 2 ) bu a =                                          (8) 

 

                       
2 0 3 0( / 2 ) ( / 2 ) mu a u a  = =                  (9) 

 

                          
3( ) 0u  =                                      (10) 

 

                        
2 0( / 2 ) b b

b

L
u a

a





 = −                      (11) 

 

2 2 0 3 3 0( / 2 ) ( / 2 ) m mL
u a u a

a


    − = − +           (12) 

 

The problem (4) – (12) can be solved using the Runge-Kutta method.  

Sometimes, for an analytical analysis of the temperature dynamics, it is more 

convenient to reduce this problem to the system of the integral equations. In particular, 

the equation (4) after the substitution 

 

                                 ( ) ( )A A Au V  =                     (13) 

 

can be written in the form 

 

                    ( ) ( ) ( ) ( )A A AV L V N    + =                 (14) 

 

where 
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( ) ( )

( )
21

( ) 2 ( ) , ( ) A A A A

A A A A A

A A

c u u
L a M u M u

u


 

 
= + =               (15) 

 

            
( )

2

2

4
( )A

A A

k
N

a u


 
= −                             (16) 

 

The equation (14) is equivalent the non-linear integral equation  

              

1 1

0 0 0

( ) exp ( ) ( )exp ( )A A A AV L s ds N s L s ds ds

  


   

= − −   
   
                       (17) 

 

Similarly, the equations (5) can be written in the form 

 

         ( ) ( ) ( ) 0,       2,3i i iV L V i   + = =                (18) 

where     

                         ( ) ( ),i i iV u  =                             (19) 

 

     
( ) ( )

( )
21

( ) 2 ( ) , ( ) i i i i

i i i i i

i i

c u u
L a M u M u

u


 

 
= + =                         (20) 

 

or in equivalent form of integral equations 

 
0 /2

2 2( ) exp ( ) ,

a

b bV L d





    
 

= − − 
  
              (21) 

  

0

3 2

/2

( ) exp ( ) .b b

a

V L d





    
 

= − − 
  
               (22) 

 

The integral equations (3.4.17), (3.4.21),(3.4.22) are the equations of the Volterra type, 

and if the kernels of integral operators are differentiable, then these operators are 

contraction and the solution can be obtained by the iteration method. 
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Appendix 3. Figures 

 

 

 

 

 

 

 

 

 

 

Figure 1 - Dynamics of voltage ( )U t , current ( )I t , and contact  

displacement ( )x t . 

 

 

 

 

 

 

 

 

Figure 2 - The temperature dependence of  ( )M T [41] 

 

 

 

 

 

 

 

Figure 3 - Dynamics of the arc temperature:  1 - experimental data [40] , 2 – 

calculation by the non-linear model, 3 – calculation by the linear model [42] 
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Figure 4 - Dynamics of the arc radii. ( )r t  is the arc radius calculated in [42]. 
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